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A B S T R A C T   

In light of the need for objective mechanism-based diagnostic tools, the current research describes a novel 
diagnostic support system aimed to differentiate between anxiety and depression disorders in a clinical sample. 

Eighty-six psychiatric patients with clinical anxiety and/or depression were recruited from a public hospital 
and assigned to one of the experimental groups: Depression, Anxiety, or Mixed. The control group included 25 
participants with no psychiatric diagnosis. 

Participants performed a battery of six cognitive-behavioral tasks assessing biases of attention, expectancies, 
memory, interpretation and executive functions. Data were analyzed with a machine-learning (ML) random 
forest-based algorithm and cross-validation techniques. The model assigned participants to clinical groups based 
solely on their aggregated cognitive performance. 

By detecting each group’s unique performance pattern and the specific measures contributing to the predic
tion, the ML algorithm predicted diagnosis classification in two models: (I) anxiety/depression/mixed vs. control 
(76.81% specificity, 69.66% sensitivity), and (II) anxiety group vs. depression group (80.50% and 66.46% 
success rates in classifying anxiety and depression, respectively). 

The findings demonstrate that the cognitive battery can be utilized as a support system for psychiatric diag
nosis alongside the clinical interview. This implicit tool, which is not based on self-report, is expected to enable 
the clinician to achieve increased diagnostic specificity and precision. Further, this tool may increase the con
fidence of both clinician and patient in the diagnosis by equipping them with an objective assessment tool. 
Finally, the battery provides a profile of biased cognitions that characterizes the patient, which in turn enables 
more fine-tuned, individually-tailored therapy.   

1. Introduction 

In recent years, various research efforts have been invested in 
developing novel and objective methods for psychiatric diagnosis based 
on disorder-related mechanisms, rather than on the self-reported 
symptoms-based diagnosis commonly used today (Hofmann and Hayes 
2020). An example of one such effort is the development of the NIMH 
Research Domain Criteria (RDoC), in which classification is done based 
on behavioral dimensions and neurobiological measures (Cuthbert and 
Insel, 2013). The need for new classification methods for mental disor
ders is highly salient in the case of anxiety and depressive mood disor
ders, due to their high prevalence in the general population (Wu and 
Fang, 2014), the high comorbidity rates between them (Van den Bergh 

et al., 2020) and the average to low treatment success rates over time, 
manifested by patients’ relapses and chronic episodes (Hunsley et al., 
2013). The notion of diagnosing through detection of specific 
disorder-related mechanisms, such as cognitive biases presented by in
dividuals suffering from psychopathology, emerged from substantial 
findings regarding their prominent role in the onset, maintenance and 
possibility of recovery from these conditions, established in both past 
and current research (Beck, 1967; Power and Dalgleish, 2015). 

Recently, we demonstrated success in differentiation between anxi
ety and depression, using a new diagnostic tool (Richter et al., 2020), 
developed by us and validated in a nonclinical study. The tool comprises 
six cognitive-behavioral tasks, each examining a different type of bias 
(selective attention, spatial attention, expectancy, interpretation, 
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memory and cognitive control deficiency). The novelty of this tool lies in 
its combination of various tasks, and their analysis using a designated 
machine-learning (ML) algorithm, which enables prediction of the 
probability of diagnosis of anxiety/depression/healthy. The research 
was performed among subclinical participants, assigned by question
naires to one of four groups – high level of anxiety symptoms, high level 
of depression symptoms, high levels of both anxiety and depression 
symptoms, and controls with low levels of anxiety and depression 
symptoms. The algorithm predicts each participant’s group affiliation 
based on their pattern of behavioral performance in the tasks, and its 
relative resemblance to the characteristic performance pattern for each 
group. Further, the algorithm reports the contribution of each measure, 
obtained via the test battery, to the prediction. This information allows 
better understanding of the manifestation of cognitive biases among 
depressed and anxious individuals, and elucidates the specific biases 
that differ most and least between groups. To summarize, this new 
methodological paradigm has yielded an algorithm that is promising 
and performs well. We now seek to apply the same methodological 
paradigm to investigate whether it yields an algorithm that performs 
equally well in a clinical sample. 

Thus, the aim of the current study is to replicate the findings in a 
clinical population, a step that is essential for determining the ability of 
the paradigm to predict a psychiatric diagnosis. Further, the study aims 
to establish the status of the paradigm as a diagnostic tool, facilitating its 
assimilation in the psychiatric diagnosis process in the future. The 
possible benefits of utilizing this battery alongside the clinical interview 
may be increased diagnostic specificity and precision, leading to a more 
fine-tuned, individually-tailored therapy. Further, it may assist in 
increasing clinicians’ confidence in their diagnoses, by equipping them 
with a more objective tool of assessment. 

ML analysis has been gaining popularity in mental health research in 
recent years. For example, in a recent study (Chekroud et al., 2016), 
implementation of the variables that were found by ML algorithms to 
increase treatment efficacy indeed resulted in improved treatment for 
depression. The current study sought to examine the possibility of 
differentiating between anxiety and depression by detecting a unique 
pattern of biased reactions to emotional stimuli that characterize each 
disorder. Several methodologies can be utilized for this purpose, among 
them multivariate and logistic regressions as well as power analysis 
using ANOVA (e.g., see Baxter et al., 2013; Beiter et al., 2015; Cape 
et al., 2010). However, these methods all assume an underlying math
ematical model that does not necessarily comply with human behavior. 
Both neural networks (Kumar et al., 2020) and regression trees (Kessler 
et al., 2016) eliminate the need to discern underlying models. Neural 
networks often entail a heavy computational undertake that hinders 
their use. The use of a random forest facilitates accurate classification in 
the presence of large variance in the measures within each group 
because the forest allows for a large number of repetitions (trees) in the 
classification process (Kanchanatawan et al., 2018). In this way, even 
subtle trends manifest themselves in the classification results (Kessler 
et al., 2016). Further, recent studies that aimed to diagnose depression 
and anxiety examined the efficacy of several ML methods. Random 
forest was found repeatedly as the most accurate model (de Souza Filho 
et al., 2021; Priya et al., 2020). Thus, the random forest algorithm is 
most suitable for the task at hand. 

To the best of our knowledge, the current study is the first project to 
differentiate anxiety and depression through the detection of cognitive- 
behavioral patterns by ML procedures. As self-reports tend to be biased 
by individuals’ own perception of their condition (Bauhoff, 2011), the 
possibility of adding this tool, which is completely data-driven, to the 
diagnostic process may add further objectivity in the differential diag
nosis decision, thus leading to better personalized treatment. 

2. Method 

2.1. Participants 

Participants in the study were 111 individuals who use Hebrew as 
their main language and have normal or corrected-to-normal vision. Ten 
participants did not finish the study, resulting in a total sample size of 
101 participants. The majority of participants were women, similarly to 
the proportion of diagnosis of women versus man in anxiety and 
depression disorders (Faravelli et al., 2013). The study was approved by 
the Helsinki committee of Rambam Health Care Campus 
(0440-17-RMB). Participants signed an informed consent form prior to 
participation and were debriefed at the end of the experiment. Partici
pants received monetary compensation for their time. 

Table 1 provides demographic and clinical information by group. 
Clinical patients were recruited from the mental health department 

of Rambam Health Care Campus in Haifa. Additional clinical patients as 
well as the control group were recruited through advertisements posted 
around the hospital, and uploaded to relevant social media groups, 
inviting individuals with or without clinical diagnosis to take part. 
Control participants reported they have no current or past psychiatric 
history. Clinical patients were initially interviewed by a clinically- 
trained psychologist using the Structured Clinical Interview for DSM-5 
(SCID-5; First et al., 2015), to confirm diagnosis, and were accordingly 
assigned to one of the following experimental groups: Depression (MDD, 
dysphoria, adjustment disorder with depressive reaction, depressive 
episode); Anxiety (specific phobia, social anxiety, panic attacks {with or 
without agoraphobia}), GAD, Anxiety-NOS, adjustment disorder with 
anxious reaction); Mixed; or Control. To control for factors that might 
interfere with the results, participants were asked about their neuro
logical and psychiatric history (epilepsy or hemophilia conditions, past 
and current depression/anxiety diagnoses and related prescribed 

Table 1 
Mean and standard deviations (in parenthesis) of demographic and clinical in
formation by group.  

Group Anxiety (n 
= 24) 

Depression (n 
= 25) 

Mixed (n =
27) 

Control (n =
25) 

Age 33 (9.86) 47 (15.87) 32 (11.50) 27 (5.96) 
Anxiety  p < .05 n.s. n.s. 
Depression p < .05  p < .05 p < .05 
Mixed n.s. p < .05  n.s 
Control n.s. p < .05 n.s  
Sex 19 women 

(79%) 
17 women 
(68%) 

18 women 
(66%) 

16 women 
(64%) 

Education 
(years) 

13 (2.30) 13 (2.22) 13 (2.51) 14 (2.08) 

Anxiety  n.s. n.s. n.s. 
Depression n.s.  n.s. n.s. 
Mixed n.s. n.s.  n.s. 
Control n.s. n.s. n.s.  
BDI score 21 (12.36) 27 (13.42) 29 (12.13) 7 (7.61) 
Anxiety  n.s. n.s. p < .05 
Depression n.s.  n.s. p < .05 
Mixed n.s. n.s.  p < .05 
Control p < .05 p < .05 p < .05  
STAI score 54 (9.90) 53 (9.95) 57 (10.41) 39 (9.76) 
Anxiety  n.s. n.s. p < .05 
Depression n.s.  n.s. p < .05 
Mixed n.s. n.s.  p < .05 
Control p < .05 p < .05 p < .05  
PSWQ score 62 (11.74) 56 (9.59) 60 (12.98) 46 (13.84) 
Anxiety  n.s. n.s. p < .05 
Depression n.s.  n.s. p < .05 
Mixed n.s. n.s.  p < .05 
Control p < .05 p < .05 p < .05  
RRS score 54 (14.04) 58 (15.59) 62 (11.83) 38 (12.51) 
Anxiety  n.s. n.s. p < .05 
Depression n.s.  n.s. p < .05 
Mixed n.s. n.s.  p < .05 
Control p < .05 p < .05 p < .05   
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medications, or any other psychiatric or neurological history, syndromes 
or diseases), as well as the presence of any learning disabilities or 
attention deficit disorders. 

2.2. Questionnaires 

Levels of anxiety symptoms, depression symptoms, rumination and 
worry were assessed by the following questionnaires, respectively: the 
State–Trait Anxiety Inventory–Trait Version (STAI-T; Spielberger et al., 
1983), the Beck Depression Inventory–Second Edition (BDI–II; Beck and 
Beamesderfer, 1974), the Ruminative Responses Scale (RRS; Nolen-
Hoeksema and Morrow, 1991), and the Penn State Worry Questionnaire 
(PSWQ; Meyer et al., 1990). 

2.3. Behavioral measurements 

Readers are referred to the supplementary material section for 
further information about each task. 

Cognitive biases were measured using a test battery of cognitive- 
behavioral tasks that was developed by our group and previously vali
dated among individuals with subclinical levels of depression and anx
iety symptoms (Richter et al., 2020). As noted, in the current study the 
same battery was applied again to test performance among a clinical 
population. The battery comprises six tasks. Each task measures a spe
cific cognitive bias using a prevalent paradigm, with modifications 
allowing it to test for both automatic and non-automatic reactions. Re
action times (RTs), accuracy rates and explicit selection reactions were 
recorded: 

Biases in selective attention (the ability to ignore distracting 
emotional information) – measured by the focused attention flanker 
task (FAFT; Lichtenstein-Vidne et al., 2012). 
Biases in spatial attention (abnormal orienting of attention to nega
tive stimuli, either enhanced orienting or avoidance) – measured by 
the emotional dot-probe task (EDPT; MacLeod et al., 1986). 
Expectancy biases (abnormal expectation of negative future events) – 
measured by the future events task (FET; Miranda and Mennin, 
2007). 
Biases in interpretation (interpretation by anxious or depressed 
participants compared to healthy participants of ambiguous situa
tions as more negative) – measured by the word–sentence association 
paradigm (WSAP; Beard and Amir, 2009). 
Biases in memory (abnormal memory of emotional versus neutral 
items, compared to healthy participants) – measured by the word 
identification task (WIT; Tarsia et al., 2003). 
Cognitive control – measured by the internal switching task (IST; 
Beckwé et al., 2014). 

Participants took part in the study during two sessions of approxi
mately 1 h each, with an interval of up to two weeks between sessions. 

2.4. Data analysis 

Participants data goes under data cleansing and ML analysis. ML is a 
well-established branch of computer analysis techniques that are used to 
classify large numbers of observation-based patterns in the input data. 
Supervised machines (i.e., algorithms) are trained on a set of observa
tions belonging to known classes; i.e., the training set. In this case 
random 80% of the participants were selected to be of the training set. 
The output of this training process is a classifier. The classifier is a set of 
rules by which unclassified, new, measurement is categorized. Random 
forest is a supervised multi-class classifier based on a collection of de
cision trees (Breiman, 2001; Breiman et al., 1984) The random forest 
classifier (RFC) uses voting between an ensemble of decision trees 
(hence “random forest”). During the training stage of RFC, a random 
subset of the training set observations is chosen and is left unused 

(out-of-bag observations). The out-of-bag-observations are then 
employed during the derivation of the classifier to assess its performance 
and the effect of parameters, such as the number of trees, on the clas
sification error. The reminder of the patients (20%) were used here as 
out-of-the-bag observations. In order to avoid any bias due to a specific 
selection of the training set, the training-validation process is repeated 
1000 times. Each time with different randomly selected training set. To 
account for different group sizes when needed, the number of partici
pants selected from each group is equalized to the smallest group. This 
process of selection is done 10 times. In each selection, randomly 
different participants are chosen from each group according to the 
number set by the smallest one. classification results were assessed by 
Confusion matrices (Stehman, 1997) and McNemar’s test (Stuart, 1955). 
The contribution of each feature (e.g. its importance) to classification 
accuracy was evaluated (Friedman, 2001; Richter et al., 2020). Feature 
importance is a valuable tool for designing future studies, for simplifying 
the measurement system, by setting it to measure solely the features 
which were deemed important. Further, the features that were found to 
be potentially important can shed light on the phenomena under 
investigation (Huynh-Thu et al., 2012). The algorithm was implemented 
in Matlab (2020). Readers are kindly referred to the supplementary 
material for information about the data cleaning process, missing data, 
and elaborated description of the ML algorithm. 

3. Results 

3.1. Comparing patients to healthy controls (depression + anxiety +
mixed groups versus control group model) 

The leave-one-out analysis (omitting one measure each time) 
revealed the marginal contribution of each behavioral measure drawn 
from the input. Fig. 1 shows the normalized error differences between 
the classification of all the behavioral measures, with and without the 
specific measure. The larger the difference is, the larger the unique 
contribution of the specific behavioral measure. 

The bagged decision tree classification algorithm demonstrated 76.81% 
prediction success for the healthy control group, and 69.66% prediction 
success for participants in the clinical patients’ groups. Table 2 shows 
the classification accuracy of the participants in each cluster. 

McNemar’s test, aimed at evaluating paired dichotomous data 
(Adedokun and Burgess, 2012) demonstrated the classifier’s higher 
distinguishing between group ability compared to random classification 
(χ2(1) = 4.91, p = .03390033). 

3.2. Comparing the anxiety versus depression model 

To test the strength of the algorithm in differentiating solely between 
depression vs. anxiety groups, a second two-group model was intro
duced into the classification scheme. 

The leave-one-out analysis revealed the marginal contribution of each 
behavioral measure drawn from the input, as shown in Fig. 2. 

The bagged decision tree classification algorithm revealed 80.50% 
success in classifying participants in the anxiety group, and 66.46% 
success in classifying participants in the depression group. Table 3 shows 
the accuracy of the classification of participants into each group. 

McNemar’s test shows the classifier’s higher ability to distinguish 
between the groups compared to random classification (χ2(1) = 6.25, p 
= .00788231). 

3.3. Examining the uniqueness of the mixed group 

Two separate analyses were conducted to test the extent to which the 
mixed group is distinguished from each other diagnosis. 

The bagged decision tree classification algorithm revealed 64.39% and 
73.66% success in classifying participants in the mixed group as opposed 
to the anxiety and depression groups, respectively. Classification rates of 
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the other groups versus the mixed group were 64.11% for anxiety and 
71.35% for depression. 

Table 4 shows the accuracy of classifying the participants into each 
group compared the mixed group. The bottom row represents the suc
cess rate in correctly classifying mixed participants versus the anxiety 
and the depression group, respectively. 

McNemar’s test shows that the classifier is better able to distinguish 
between the depression and the mixed group than random classification- 
χ2(1) = 6.74, p = .001163242. However, using McNemar’s test to 
distinguish between the anxiety and the mixed group exhibits no dif
ference from random classification- χ2(1) = 2.88, p = n.s). 

4. Discussion 

The current study aimed to answer the need for novel and objective 
psychiatric diagnosis tools, by differentiating between clinical patients 

with anxiety and/or depression disorders, using cognitive-behavioral 
performance data and advanced ML analysis tools. This combination 
enabled the detection of a unique pattern of biased reactions to 
emotional stimuli in each disorder, based on participants’ aggregated 
performance in the behavioral tasks. Selective and spatial attention, 
expectancy, interpretation and memory biases were examined, as well as 
cognitive control deficiencies. The analysis reached 76.81% prediction 
success in the healthy control group, and 69.66% prediction success for 
participants in the clinical patients’ groups. Analysis focusing on anxiety 
vs. depression yielded 80.50% success in classifying participants in the 
anxiety group, and 66.46% success in classifying the depression group. 
These classification accuracies were all above chance level. 

Another aim of this study was to replicate the paradigm’s previous 
findings among subclinical anxious and depressed individuals and to test 
its ability to perform equally well in a clinical sample. The current re
sults are in line with our previous study, presenting similar success levels 
in both analysis models (Richter et al., 2020). The repeated success at 
differentiating between anxiety and depression based solely on behav
ioral reactions, without any self-report measures, points to the para
digm’s consistency and stability. This is also in accordance with previous 
studies suggesting that bias effects exist in both clinical and subclinical 
populations (Bar-Haim et al., 2007; Gaddy and Ingram, 2014; Kircanski 
and Gotlib, 2015). 

As can be seen in Figs. 1 and 2, and in accordance with Richter et al. 
(2020) measures from all the tasks contributed to the classification 
prediction in both models. This finding provides further evidence of the 
existence of various cognitive biases among individuals with anxiety and 
depression disorders. Moreover, the finding underscores the need to 
investigate the field of cognitive biases among psychopathological 
populations through a broad perspective, considering the combination 
of performance patterns in different functions. The benefits of ML 

Fig. 1. Marginal contribution of each behavioral measure. The normalized error difference between the classification of all the behavioral features, with and without 
each specific measure as indicated on the X axis, is shown. The larger the difference is, the larger the unique contribution of the specific behavioral measure. Error 
bars represent the standard deviations of results between iterations. Measures that are located to the left of the zero-point showed a positive contribution to the model 
and were inserted into the bagged tree algorithm. Thus, after performing the leave-one-out analysis, only measures that made a positive contribution were used. Out 
of 61 behavioral measures that were analyzed, 39 were found to contribute to the model prediction (22 did not). As seen on the left of the X axis, the measure 
contributing the most to the classification was the RT of acceptance of positive situations in the FET (which measures expectancy biases), followed by the RT of 
rejection of negative situations in the same task. The least contributing measure was a FAFT (which measures selective attention biases) index for the effect of 
negative distractors in congruent trials. 

Table 2 
Confusion matrix showing the classification accuracy. Accuracy rates represent 
the classification prediction of each participant, which was based on the par
ticipant’s behavioral measures, as compared to their true group membership, 
which was based on their diagnosis. Each matrix row represents the instances in 
a predicted class while each column represents the instances in an actual class. 
The correctly classified members of the dataset reside along the matrix’s diag
onal. The algorithm’s accuracy is then measured by the trace of the matrix 
divided by its sum of all elements.  

Predicted Anxiety + Depression + Mixed Control 

True 

Anxiety + Depression + Mixed 0.6966 0.3034 
Control 0.2319 0.7681  
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analyses lie in its ability to connect and compare data from various bias 
categories, to create a united pattern characterizing each group. 

Our results advance the possibility of the battery being utilized 
during psychiatric diagnosis, adding higher confidence to the clinician’s 
decision that can now be based on a tool less prone to self-report biases. 
The need for more objective tools in the diagnostic procedure was dis
cussed by Cuthbert and Insel (2013). Their research stated that this 
shortcoming results in clinical implications that include steady preva
lence and mortality rates for any mental illness over time, as opposed to 
physical illnesses that often show decreasing prevalence and mortality 

rates. Another implication is the observed low effectiveness of psycho
therapy treatments and medications, such as SSRIs, as they are given to a 
broad spectrum of patients due to “artificial grouping of heterogeneous 
syndromes with different pathophysiological mechanisms into one dis
order”. Thus, a more objective tool of assessment, which helps reach the 
correct differential diagnosis, may contribute to the development of 
more accurate and individual-specific treatments. 

Moreover, the repeated success in distinguishing between anxiety 
and depression, based solely on cognitive biases measures, corresponds 
to recent findings regarding neurocognitive processes as mediators of 
psychological treatment effects (Reiter et al., pre-print 2020). In their 
meta-analysis, however, Hallion and Ruscio (2011) pointed to the 
decreasing efficacy of cognition-based treatment, specifically 
cognitive-behavioral modification (CBM), when examining its cumula
tive effects on anxiety and depression, separately. This may be due to 
paradigms not designated to be disorder-specific to begin with, tapping 
more of the shared biases of anxiety and depression instead of the dif
ference in the biases. Future research may benefit from the current study 
because of its disease-specific feature selection. 

The ML algorithm demonstrated greater success at predicting anxiety 
than depression. This may be due to the possibility of depression 
sometimes being secondary to severe anxiety (Meier et al., 2015) (i.e., 
developing depression as a result of being unable to cope with anxiety 
without treatment). Secondary depression will be manifested in 
depressive symptoms and may, therefore, be diagnosed as depression. 
Nonetheless, the underlying cognitive mechanisms and resulting per
formance patterns may be more similar to those related to anxiety, and, 
therefore, these participants may be “mistakenly” recognized as anxious 
by the ML algorithm. 

This conclusion gains further support from the analyses that tested 
the uniqueness of the mixed anxiety-depression group. The results 
showed that the performance patterns of the depression group differ 
significantly from those of the mixed group, while the performance of 

Fig. 2. Marginal contribution of each behavioral measure. The normalized error difference between the classification of all the behavioral features, with and without 
the specific measure on the X axis, is shown. The larger the difference is, the larger the unique contribution. Measures that are located to the left of the zero-point 
demonstrated a positive contribution to the model and were inserted into the bagged tree algorithm. Out of 61 behavioral measures that were analyzed, 41 were 
found to contribute to the prediction success, while 20 were not. For example, the most-contributing measure was the RT of acceptance of positive situations in the 
FET (which measures expectancy biases), followed by the RT of rejection of negative situations in the same task. The least-contributing measure that was not inserted 
into the algorithm was a WIT (which measures memory biases) index of the relative implicit remembering of negative words over neutral words. 

Table 3 
Accuracy rates represent the classification prediction of each participant, which 
was based on their individual behavioral measures, as compared to the true 
group membership, which was based on their diagnosis.  

Predicted Anxiety Depression 

True 

Anxiety 0.8050 0.1950 
Depression 0.3354 0.6646  

Table 4 
Accuracy rates represent the classification prediction of each participant based 
on individual behavioral measures, as compared to true group membership, 
which is based on diagnosis.  

Predicted Anxiety Depression Mixed 

True 

Anxiety 0.6411  0.3589 
Depression  0.7135 0.2865 
Mixed 0.3561 0.2634   

Mixed (correct classification) 0.6439 0.7366   
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the anxiety group did not differ significantly from that of the mixed 
group. Classification rates for depressed [71.35%] versus mixed 
[73.66%] participants were similar to those for anxious versus depressed 
participants. These results corroborate the notion that a mixed anxiety- 
depression diagnosis can often result from worsening anxiety and 
therefore can exhibit similar performance patterns, while depression 
may be characterized by different impairments of cognitive mecha
nisms, resulting in a distinguished pattern of performance. 

The main limitation of the current study is the rather small sample, 
when considering each group separately. This gains further importance 
as the findings were not validated by an external dataset, but by cross 
validation procedures. However, as mentioned the diagnostic battery 
was already validated in a sub-clinical population with similar success 
rates (Richter et al., 2020). This strengthen the consistency of the al
gorithm and reduces the possibility of over-fitting. Future studies are 
planned in order to validate the findings in external datasets. 

Similar to other studies using ML classification, another limitation 
lies in the fact that the cognitive battery is validated using a psychiatric 
diagnosis that is inherently prone to self-report biases. This bias, how
ever, is mitigated by the fact that the participant’s classification is not 
evaluated solely on the basis of their diagnosis, but also on how it 
compares to all the diagnoses of all the other participants. In the future, 
studies may overcome this inherent limitation by creating a constantly 
updating database, uniting all input received from studies that will 
utilize the paradigm, in order for the algorithm to keep re-validating 
itself. This database will allow the continual updating and refinement 
of the characteristic patterns of each disorder and the predicted diag
nosis, as currently done, for example, in one the most prevalent 
personality-diagnosis questionnaires, the Minnesota Multiphasic Per
sonality Inventory (MMPI; Butcher, 2011). 

Further, significant age differences were found between the study 
groups (see Table 1). Therefore, another ML analysis was conducted for 
both models with age as one of the features in order to test whether the 
effect of age may underlie the differences discovered between perfor
mance patterns. Although age was found to contribute to the prediction 
by a ‘leave-one-out’ analysis, it almost did not change the prediction 
accuracies and even slightly reduced them. Further, no significant age 
differences between the groups emerged in our previous study (Richter 
et al., 2020) and the prediction accuracies were rather similar to those in 
the current study. Therefore, it is reasonable to assume that any age 
effect on prediction is specific to the current sample and cannot be 
generalized. Future studies should focus on exploring the effects of age 
by classifying participants into different age groups. 

Finally, because most of the participants were female, the effect of 
sex could not be estimated in the study. Future research is encouraged to 
examine the implications of sex. 

In sum, the current study reinforced the validity of the combination 
of the cognitive-behavioral test battery analyzed by the ML algorithm, as 
a diagnostic tool, capable of differentiating between anxiety and 
depression, based on cognitive-behavioral performance patterns and no 
self-report measures, in order to contribute to differential diagnostic 
decisions. Because this is the first time this tool was applied on a clinical 
population, further research is needed in order to test its generalizability 
and determine its promising status as a diagnostic support system for 
clinicians, leading towards more specific and refined diagnoses and 
clinical treatments. 
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