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METHODS AND SYSTEMIS FOR USE IN 3D 
VIDEO GENERATION, STORAGE AND 

COMPRESSION 

FIELD OF THE INVENTION 

0001. This invention is generally in the field of image 
processing techniques and relates to methods and systems for 
generating and displaying Stereoscopic (3D) video from 2D 
video, storing 2D video, 3D video and 3D video related data, 
and compressing 2D video and 3D video. 
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BACKGROUND 

0019 3D video synthesis and visualization is a growing 
field in the entertainment and gaming markets. Interest in 3D 
visualization and 3D content has been constantly growing as 
imaging devices were developed. Typically, two issues have 
to be addressed for 3D visualization: (i) how to display 3D 
content when it is available and (ii) how to acquire 3D data. 
0020. There are several ways for displaying 3D images. 
Most methods for 3D display are based on stereopsis, which 
is one of the most important visual mechanisms of 3D vision. 
For example, Stereoscopes are useful as they utilize the Ste 
reopsis. Stereoscopic and, in particular, autostereoscopic dis 
plays as well utilize the stereopsis. These devices exhibit 
excellent stereo perception in color and are considered the 
high-end solution for 3D visualization. However, overall cost, 
viewing area limitations and vision fatigue they cause still 
inhibit the market share of such devices. 

0021. Some simple and inexpensive methods of visualiza 
tion involve use of so-called anaglyphs, these methods also 
use stereopsis for 3D perception. Anaglyph images provide a 
stereoscopic 3D effect when viewed with two-color glasses 
(each lens a different color). Images are made up of two color 
layers, Superimposed, but each containing a different view to 
produce a depth effect. Often, the main subject is in the center, 
while the foreground and background are shifted laterally in 
opposite directions. The picture contains two differently fil 
tered colored images, one for each eye. When viewed through 
the “color coded” “anaglyph glasses, they reveal an inte 
grated Stereoscopic image. The visual cortex of the brain 
fuses this into perception of a three dimensional scene or 
composition. 
0022 Anaglyph images have seen a recent resurgence due 
to the presentation of images and video on the internet, CDs, 
and even in print. Low cost paper frames or plastic-framed 
glasses hold accurate color filters, that typically tend to make 
use of all three primary colors (especially after 2002). The 
current most frequent option is red for one channel (usually 
the left) and a combination of both blue and green in the other 
filter. 

0023. In some cases, anaglyphs are intended not only for 
3D viewing with color glasses, but also for 2D viewing with 
unaided eyes. Such dual purpose, 2D/3D compatible anag 
lyphs are prepared by special processing of stereo pair 
images, for minimizing visible mis-registration of the two 
anaglyph layers or, in other words, for removing ghosting 
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artifacts. The 3D information is encoded into the 2D/3D 
compatible image with less parallax than in conventional 
anaglyphs. 
0024 Despite that there are relatively many ways to dis 
play 3D images and video, existing 3D content is still limited. 
This is mainly due to the fact that though 3D video content 
can be synthesized from two synchronized 2D video streams, 
for example obtained by two synchronized video cameras 
separated by some predefined parallax, the process of 3D 
Video and still 3D image acquisition is complicated and 
requires detailed attention to the acquiring device setup. In 
particular, attention must be paid to the distance between the 
two cameras, inter-camera synchronization, as well as Zoom 
and focal properties of the stereo setup. In addition, Stereo 
setups do not enable use of multi-view displays. 
0025. In 1 (a work of inventors of the present patent 
application) the focus was on the issue of stereoscopic data 
transmission. In this connection, first, methods for compres 
sion of stereoscopic images and video and, second, methods 
for synthesis of 2D/3D viewable video from the compressed 
data were suggested. The preferred compression method was 
to involve creation of either 3- or 4-color component anag 
lyphs from Stereo pairs and image decimation and JPEG 
compression of respectively one or two color components of 
the prepared Standard or enhanced anaglyphs. The preferred 
synthesis method was to include mutual alignment of color 
components for every frame of the video. It was also Sug 
gested that the object alignment would use CODECs with 
motion compensation support as this would allow localizing 
objects in key frames of the video and utilizing motion vector 
information about the movement of the objects in the stereo 
scopic video pair for determining the offset needed for the 
alignment. The issue of stereoscopic data acquisition was not 
addressed in 1. 
0026 Work 2 (also of inventors of the present patent 
application) was devoted to production of anaglyphs them 
selves. In particular, the authors addressed an issue that stan 
dard anaglyph-based projection of stereoscopic images usu 
ally yielded low quality images characterized by ghosting 
effects and loss of color perception for 2D and 3D viewing. In 
this connection they proposed methods for improving quality 
of anaglyph images, as well as conserving image color per 
ception, and reducing discomfort in prolonged viewing. The 
methods of production of high quality anaglyphs were to 
include image alignment within the stereo pair and use of an 
operation (non-linear Scaling) on synthesized depth maps. In 
particular, there were provided methods for reducing non 
overlapping areas in synthesized anaglyphs while retaining 
information within the depth map. 
0027. The proposed modifications of the depth map were 
to utilize an idea that stereoscopic projection for visual obser 
Vation would not require high accuracy in depth perception 
(4), revisited / reiterated in 5 and 6). For calculating the 
depth map of a stereo pair, position of every object pixel of the 
right image in the left image and the horizontal parallax 
between the images were to be calculated. In this connection 
the authors suggested a method that would generate the depth 
map for every pixel of the right image. 
0028. The same authors addressed the issue of quality of 
colouranaglyphs and methods for reducing the ghosting arti 
facts also in journal publication 3. It was recognized that 
artifacts were a direct result of the process of the stereo pair 
acquisition. The camera setup had a great impact on the 
ghosting effects. In theory, these artifacts could be greatly 
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reduced by acquiring images with low parallax. Capturing 
images with low parallax, however, resulted in images of low 
3D perception. This tradeoff, therefore, prevented acquisition 
of 3D images with low artifacts, high visual quality, and high 
3D perception. 
0029 More typical way of video acquisition results in 2D 
video. It would be beneficial to convert 2D video to 3D video. 
One proposed method of conversion would rely on simple 
time delay between frames and adjustment of left-right 
images 7 (this work is also of inventors of the present patent 
application). In the proposed method computations would 
only be necessary in order to align the images in the case of 
anaglyph projection and in order to assess which image cor 
responds to the left eye and which to the right eye. This 
method would be mostly suited for videos that contain lateral 
or rotational motion and it would not allow adjusting image 
parallax with the speed of the movement. The 3D perception 
was to be achieved by creating anaglyph images. The video 
synthesis was to be accomplished with help of hardware 
found in digital CATV (cable TV) and SATTV (satellite TV) 
equipment. The method of 7 would rely on object-wise 
localization and alignment performed on the Stereo pair, but it 
might exploit properties of CODECs for reducing amount of 
computations. 

DESCRIPTION OF THE INVENTION 

0030 There is a need in the art to facilitate the conversion 
of 2D image data into a 3D representation. The inventors 
enable this conversion by providing a novel image processing 
technique utilizing video compression motion estimation for 
restricted redundancy depth map computation (or, in other 
terms, restricted redundancy horizontal parallax map compu 
tation; it should be understood that horizontal parallax, dis 
parity, displacement and depth are synonymic to each other in 
this application). 
0031. The inventors have considered the following idea. 
3D video content can be synthesized from a single 2D video 
stream and a series of depth maps corresponding to each 
Video frame, by generating from these stream and series the 
second 2D video stream or generating an anaglyph stream. 
Depth maps thus can be used to generate synthetic artificial 
views: stereo pair for stereoscopic vision or multi-view for 
multi-view autostereoscopic display oranaglyph view. Using 
depth maps should be convenient as they contain information 
on the 3D shape of the scene, and therefore they would pro 
vide information for various applications. However, there is a 
problem in 3D Synthesis associated with acquiring scene 
depth maps. In order to synthesize depth maps, one has to 
find, typically, for pixels in one image of the stereo pair their 
corresponding pixels in the other image. Accordingly, calcu 
lating the parallax typically means essentially performing 
pixel by pixel target location operations. In the case of 2D 
Video streams, if temporally adjacent frames are to be treated 
as stereo pairs, the localization procedure, performed for each 
pixel would be time consuming and expensive in computa 
tional terms. Therefore it would be beneficial to utilize the 
redundancy of stereoscopic images and generate Suitable 
depth maps having Substantially lower spatial resolution than 
of a single 2D image/frame. The above mentioned restricted 
redundancy depth maps (RRDMs) to be used can thus below 
resolution depth maps (LRDMs), and generation of depth 
maps for 2D video stream would treat temporally adjacent or 
close frames as Stereo pairs. Since much of 2D video content 
is compressed or will be compressed, it would be convenient 
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to generate the restricted redundancy depth maps by utilizing 
properties or data present in the compressed 2D video. There 
fore the inventors have decided to utilize motion vectors 
encoded in the compressed video for production of the depth 
maps and synthesis of artificial 3D views, for example in the 
form of anaglyphs. In other words, the inventors' technique 
allows utilizing motion vectors used for efficient compression 
of 2D video for generating low resolution depth maps for 
sequential frames of the 2D video treated as Stereo pairs and 
synthesizing from these frames and depth maps artificial 3D 
video. Such a technique allows avoiding double work that 
would be done had compression of 2D video for presentation 
of 2D video and compression of 2D video for presentation of 
3D video been different. 

0032. With regards to depth maps, the following should be 
noted. A depth map is an array of data that represents the 
depth of the objects in the spatial coordinates of the stereo 
pair. According to the triangulation principle, the value of the 
depth map, h(x, y), in each pixel (x, y) in the stereo pair is 
proportional to the mutual displacement (horizontal paral 
lax), d(x, y), of the corresponding pixels in two images of the 
stereo pair h(x,y)=Cd(x, y), the proportionality coefficient C 
being determined by the optical properties of the imaging 
devices and the spatial coordinates of the pixels in the stereo 
pair. Thus, in order to calculate h(x, y) it is sufficient to find, 
for every pixel of one image, the coordinates of its corre 
sponding pixel in the second image. Instereo pair images, the 
depth map can be estimated from various Stereo cues, among 
them are: depth from occlusion 8, depth from shading 9 
and depth from focus 10. These depth maps can also be 
explicitly computed using localization and triangulation in 
Stereo pair images. As well, some methods to compute depth 
maps are presented in 11-17. All these methods imply com 
putationally intensive operations. The inventors’ technique 
may utilize a depth from motion or block motion estimate for 
calculating depth maps. 
0033. In some preferred embodiments of the inventors 
technique the depth map resolution is selected so as not to 
cause a loss of 3D perception. In this connection, the inven 
tors have considered that depth maps can be primarily based 
on pixel blocks of a size 4x4, which is often used in the latest 
MPEG CODECs (eg H.264). As well, depth maps can be 
primarily based on or may have pixel blocks of sizes 8x8, 
10x10, 12x12, 16x16. The resulting depth map structure 
would match capabilities of typical modern codecs (e.g. 
based on MPEG or MPEG4). Other block dimensions, 
including unequal in X- and y-axes, are acceptable as well if 
they preserve the 3D perception. Using blocks smaller in one 
dimension than 4 pixels might correspond to redundant depth 
maps and less efficient compression. Though the depth maps 
can be interpolated and have different values for different 
pixels within blocks, those depth maps which are created 
based on an intermediate depth map with a number of depth 
values being equal to a number of blocks are considered as 
having the same resolution as this intermediate depth map in 
this application. With regards to the ghosting artifacts, the 
alignment for removing the ghosting effects in anaglyphs 
may be performed, but is not required. In some embodiments, 
the alignment includes non-linear Scaling of the depth map. In 
Some preferred embodiments, also object-wise localization 
operations are not used, as instead of them block localization 
operations are used. Such a method is especially applicable in 
those cases when the 2D video contains moving objects. In 
other words, in Such cases a pair of sequential frames would 
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significantly differ from a stereoscopic pair. It should be 
noted, however, that the use of block motion vectors allows 
removing some constraints on the camera motion, for 
example the camera may even remain still and objects may 
move. And in the case when anaglyph enhancement is 
needed, it can be performed by color component defocusing, 
as well as by the depth map compression, as mentioned 
above. 

0034. Thus, the inventors’ technique provides a novel 
method for synthesis of 3D video from 2D video which ulti 
lizes restricted redundancy or low resolution or block-based 
depth maps, i.e. maps resolving depth up to pixel clusters 
rather than to individual pixels. The present technique also 
provides a novel method for synthesis of block-based low 
resolution depth maps which utilizes extraction, from 2D 
Video sequences, motion estimation data. In particular, the 
invented method can utilize the extraction of motion estima 
tion data from block-compressed 2D video sequences. The 
present invention enables efficient synthesis of 3D video 
sequences from 2D video sequences and facilitates synthesis 
of 3D video in real time allowing 3D playback on low end 
hardware or thin clients. 

0035. It should be noted/reiterated, that the extraction of 
motion estimation data can be performed very efficiently for 
Some types of compressed 2D video sequences, for example 
for sequences coded with modern standard codecs, such as 
MPEG 2 and MPEG 4. In fact, most of the modern codecs 
encode motion estimation data into 2D video while perform 
ing temporal compression. For example, the MPEG standard 
codec relies on two forms of compression: interframe and 
intraframe compression. From these two the former, i.e. the 
interframe compression, takes advantage of time domain 
redundancy of video sequences. In interframe compression, 
object blocks are labeled (in the initial frame or a key frame of 
continuous scene sequence), and acquired motion vectors 
point the future location of the blocks. This enables the 
CODEC to significantly compress the video stream. Accord 
ing to the inventors’ technique, it is possible to use these 
encoded motion vectors not only for decompressing coded 
2D video into a viewable 2D video, but also for creating depth 
maps for 3D video. 
0036. According to the inventors’ technique, motion vec 
tors, found in a motion compensation coded 2D video 
sequence, can be used to synthesize depth maps that describe 
3D scenes, and to generate, using these maps, a new artificial 
3D Stereo video sequence. In some implementations, the 
motion vectors are used directly for computing the depth 
maps. In some other implementations, spatial and/or tempo 
ral interpolation is used to fill in missing motion vector blocks 
that are inherent in Such compression standards, and the depth 
maps are post-processed to enable improvement of visual 
quality of synthesized 3D stereo video. 
0037 According to a broad aspect of the invention, there is 
provided a memory storage device readable by machine, the 
device tangibly embodying a sequence of depth maps asso 
ciated with a continuous scene sequence of digital 2D images 
of a predetermined resolution, the sequence of depth maps 
including at least one restricted redundancy depth map of a 
resolution lower than the predetermined resolution of the 2D 
images. 
0038. The device may be for example a CDROM or a hard 
drive of a computer or a disc-on-key memory. Certainly, other 
storage devices can also be used. 
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0039. The memory storage device may tangibly embody 
the continuous scene sequence of 2D images. 
0040. The sequence of depth maps can be stored in a single 
data structure, in particular a single file (this can be useful for 
fast data access). 
0041 According to a broad aspect of the invention, there is 
provided a kit including the memory storage device as above, 
and a second memory storage device readable by machine, 
the second device tangibly embodying the continuous scene 
sequence of 2D images. The kit may for example include two 
CD-ROMs with respective data. 
0042. The continuous scene sequence of 2D images may 
be stored in a single data structure. The single data structure 
may be an MPEG-based file. The data structure including the 
sequence of digital 2D images may include the respective 
sequence of depth maps. 
0043. The sequence of digital 2D images may be coded by 
Block Matching Algorithm. 
0044) The restricted redundancy depth map may be of a 
resolution being in at least one direction at least 4 times lower 
than the predetermined resolution of digital 2D image asso 
ciated with the depth map, the restricted redundancy depth 
map being thereby a low resolution depth map. 
0045. This low resolution may be at least 8 times, or 10 
times, or 16 times lower than the predetermined resolution of 
digital 2D image associated with the depth map. In some 
embodiments, the low resolution may be kept at most 7 times 
lower than the predetermined resolution of digital 2D image 
associated with the depth map. 
0046. The restricted redundancy depth map may be of a 
resolution at least 3 times and at most 8 times lower than the 
predetermined resolution of digital 2D image associated with 
the depth map. 
0047. The specified resolution benchmarks may apply to 
both dimensions of the 2D image. 
0048. In particular, the restricted redundancy depth map 
may be in each of two crossed directions of resolution at least 
4 times lower than the predetermined resolution of digital 2D 
image associated with the depth map. 
0049. Nowadays, movies/videos are often transmitted 
through Internet or other networks. 
0050. In this connection, in a broad aspect of the invention, 
there is provided a method of use of the memory storage 
device. The method includes initiating machine reading of the 
sequence of depth maps accommodated in the memory stor 
age device and sending at least a portion of the read data to a 
network. The method thereby allows a user of the memory 
storage device to distribute Stereoscopic video-related data 
through the network. 
0051. The method may include receiving the portion of the 
read data through the network, the receiving being performed 
at a terminal of a remotely located user. The method thereby 
may enable the remotely located user to access the stereo 
scopic video-related data through the network. 
0052. The initiating may include forming a network-pass 
able initiating message and sending this message to the 
machine through the network, the forming and sending being 
performed at the terminal of the remotely located user. 
0053. In a broad aspect of the invention, there is provided 
a method of use of the memory storage device. The method 
includes administering a machine capable of reading the 
memory storage device to respond to a predetermined initi 
ating signal to be received by the machine from a network, the 
response including reading the sequence of depth maps stored 
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in the memory storage device and sending at least a portion of 
the read data to the network, the method thereby enabling a 
machine administrator to use the memory storage device as a 
Stereoscopic video-related distributing terminal. 
0054. In a broad aspect of the invention, there is provided 
another method of use of the memory storage device. The 
method includes reading by a machine the sequence of depth 
maps stored in the memory storage device and generating by 
the machine a sequence of stereoscopic images using the read 
data and the associated sequence of 2D images, the generated 
sequence thereby including at least one restricted redundancy 
Stereoscopically perceptible image. 
0055. The generating the sequence of stereoscopic images 
can include adapting this sequence for Stereopsis. The gener 
ating the sequence of stereoscopic images may include form 
ing a sequence of anaglyphs. The generating the sequence of 
Stereoscopic images may include forming this sequence on a 
Stereoscopic display. 
0056. The forming a sequence of anaglyphs may include 
the following: 
0057 producing a green-blue component of anaglyph 
from a green and a blue component of a digital 2D image of 
the sequence of digital 2D images, 
I0058 producing a red component of anaglyph I, 
(x,y) from a red component, I, (x,y), of the digital 2D image 
and the depth map, D(x,y), associated with the 2D image, X 
andy being two axes of the 2D image, the producing includ 
1ng: 

0059 producing a stretched red component I 
(x,y) by stretching the red component I(X,y) of the 
digital 2D image, the stretched red component I, 
(x,y) thereby having more pixels along the axis X than 
the red component I(X,y), 

0060 resampling the stretched red component I 
(x,y) by assigning to a pixel (x,y) of the anaglyph red 
component an intensity of red color I, (x,y) 
=stretched (x+D.y) 

0061 The stretching the red component I (x,y) of the 
digital 2D image may include interpolating values of the 
stretched red component, I, (x,y), that is being pro 
duced. 
0062. In a broad aspect of the invention, there is provided 
a method for use in machine conversion of 2D video to 3D 
Video. The method includes generating a sequence of stereo 
scopic images by processing a continuous scene sequence of 
digital 2D images and a sequence of depth maps associated 
with the continuous scene sequence of digital 2D images, 
wherein the sequence of depth maps includes at least one 
restricted redundancy depth map being of a resolution lower 
than the 2D image, the generated sequence of the stereoscopic 
images thereby including at least one restricted redundancy 
Stereoscopically perceptible image. 
0063. The continuous scene sequence of digital 2D images 
may be coded by a block matching algorithm. 
0064. The processing may form a sequence of anaglyphs 
from the continuous scene sequence of digital 2D images and 
the sequence of depth maps associated with the continuous 
scene sequence of digital 2D images. 
0065. At least one of the anaglyphs to be included into the 
sequence of anaglyphs may be formed by carrying out the 
following: 
0066 producing a green-blue component of the anaglyph 
from a green and a blue component of a digital 2D image of 
the sequence of digital 2D images, 
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I0067 producing ared component of the anaglyph I, 
(x,y) from a red component, I, (x,y), of the digital 2D image 
and the depth map, D(x,y), associated with the 2D image, X 
andy being two arbitrary axes of the 2D image, the producing 
including: 

0068 producing a stretched red component I 
(x,y) by stretching the red component I, (x,y) of the 
digital 2D image, the stretched red component I, 
(x,y) thereby having more pixels along the axis X than 
the red component I, (x,y). 

0069 resampling the stretched red component I 
(x,y) by assigning to a pixel (x,y) an intensity of red 
colorlet, (x,y)-lette, (x+Dy). 

0070. In a broad aspect of the invention, there is provided 
a program storage device readable by machine, tangibly 
embodying a program of instructions executable by the 
machine to perform the above method steps, where suitable. 
0071. In a broad aspect of the invention, there is provided 
a computer program product including a computer useable 
medium having computer readable program code embodied 
therein, the computer program product including computer 
readable program code for causing the computer to perform 
the above method, where suitable. 
0072 There is also provided a computer system including 
a computer and the computer program product. Computer 
system includes any calculating device in the art capable of 
producing the desired result. 
0073. In a broad aspect of the invention, there is provided 
a method of use of a 2D video coded by a Block Matching 
Algorithm, the method including accessing by a machine a 
continuous scene sequence of digital 2D images coded in the 
2D video, accessing by the machine multipixel image por 
tions motion data, associated with the continuous scene 
sequence of digital 2D images and coded in the 2D video, and 
generating by the machine a sequence of restricted redun 
dancy stereoscopically perceptible images by processing the 
accessed sequence and motion data, the method thereby 
enabling t use of machine for conversion of 2D video to 3D 
video. 
0074 The generating may include calculating by the 
machine a sequence of restricted redundancy depth maps by 
using the accessed multipixel image portions motion data. 
0075. The calculating the sequence of restricted redun 
dancy depth map may include assigning a depth D (x,y) to 
pixels of a multipixel image portion of a digital 2D image of 
the sequence of digital 2D images, the value being homomor 
phic to MV, and MV, being two motion vectors, coded in the 
2D video, of the multipixel image portion. 
0076. The calculating the sequence of restricted redun 
dancy depth map may include assigning a depth D (x,y) a 
value of about MV, +MV, to pixels of a multipixel image 
portion of a digital 2D image of the sequence of digital 2D 
images, MV, and MV, being two motion vectors, coded in the 
2D video, of the multipixel image portion. 
0077. The value of depth may be truncated or rounded to a 
pixel. 
0078. In a broad aspect of the invention, there is provided 
a program storage device readable by machine, tangibly 
embodying a program of instructions executable by the 
machine to perform method steps, the method including the 
respective method. 
0079. In a broad aspect of the invention, there is provided 
a computer program product including a computer useable 
medium having computer readable program code embodied 
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therein, the computer program product including computer 
readable program code for causing the computer to perform 
the the respective method. 
0080. There is also provided a computer system including 
a computer and the respective computer program product 
associated with the computer (e.g. run on it). 
I0081. The multipixel image portions may be of a size 
being at least 4 pixels in an at least one direction. 
I0082 In a broad aspect of the invention, there is provided 
a method, for use in 3D video compression, the method 
including accessing a continuous scene sequence of stereo 
Scopic images, obtaining, using the accessed sequence, a 
sequence of digital 2D images, calculating a sequence of 
restricted redundancy depth maps being associated with the 
sequence of digital 2D images, the restricted redundancy 
depth maps being of resolution larger than the 3 pixels of the 
digital 2D images, including the calculated sequence of 
restricted redundancy depth maps in a data structure being 
tangibly embodied in a memory storage device readable by 
machine, the resulting data structure thereby accommodating 
Stereoscopic video-related data. 
I0083. The method may use including the obtained 
sequence of digital 2D images in a data structure being tan 
gibly embodied in a memory storage device readable by 
machine. 

I0084. The data structure including the obtained sequence 
of digital 2D images and the data structure including the 
calculated sequence of the restricted redundancy depth maps 
may be embodied by the same memory storage device read 
able by machine. 
I0085. The obtained sequence of digital 2D images and the 
calculated sequence of the restricted redundancy depth maps 
may be included in the same data structure. 
I0086. The obtained sequence of digital 2D images may be 
coded by a Block Matching Algorithm. 
I0087. In a broad aspect of the invention, there is provided 
a program storage device readable by machine, tangibly 
embodying a program of instructions executable by the 
machine to perform the respective method. 
I0088. In a broad aspect of the invention, there is provided 
a program computer program product including a computer 
useable medium having computer readable program code 
embodied therein, the computer program product including 
computer readable program code for causing the computer to 
perform the respective method. 
I0089. There is also provided a computer system including 
a computer and the respective computer program product. 
0090. In a broad aspect of the invention, there is provided 
a memory storage device readable by machine, the device 
tangibly embodying a continuous scene sequence of 2D 
images of a predetermined resolution and a sequence of depth 
maps associated with the sequence of digital 2D images, the 
sequence of depth maps including at least one restricted 
redundancy depth map of a resolution lower than the prede 
termined resolution of the 2D images, the sequence of digital 
2D images being coded by a Block Matching Algorithm, the 
restricted redundancy depth map being in at least one direc 
tion of a resolution at least 4 times lower than the predeter 
mined resolution of digital 2D image associated with the 
depth map. 
0091. The restricted redundancy depth map may include 
interpolated values within its blocks. 
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0092 Below is a continuation of the description of the 
invention having further details. References are made to the 
accompanying drawings, in which: 
0093 FIG. 1 is an illustration of the block matching algo 
rithm working scheme Suitable for generation of horizontal 
and vertical displacement maps; 
0094 FIG. 2 is a flowchart for creating (synthesizing) a 3D 
image (an anaglyph) out of horizontal and Vertical displace 
ment-maps and single 2D image; 
0095 FIGS. 3A and 3B show two adjacent video frames: 
0096 FIG. 4 shows a displacement map derived from 
frames shown in FIGS. 3A and 3B, 
0097 FIG. 5 is an example of a system structured to per 
form the method of the invention exemplified in FIG. 2, i.e. 
structured for creating (synthesizing) a 3D image (an anag 
lyph) out of a 2D image and horizontal and vertical displace 
ment maps. 
0098 Referring to FIG.1, there is illustrated a basic step of 
the block-matching algorithm (BMA) that is used in Motion 
Estimation CODECs (e.g. in MPEG-4). A current frame is 
split (e.g. by a grid) into macroblocks, for which motion 
estimation is done. In the illustration a MacroBlock MB is 
being processed. The motion estimation is based on a search 
scheme which tries to find “the best matching position for 
the 16x16 macroblock MB in a reference (typically previous) 
frame. The “best matching position' is searched within a 
predetermined or adaptive search range in the reference 
frame. Macroblock MB is thus matched with the same or 
another (but generally similar) 16x16 block. A matching 
position, relative to the original position, is referred to as a 
motion vector MV, which is transmitted in the bit stream to 
the video decoder. The BMA is the most popular algorithm 
for motion estimation in standardized video compression 
schemes. 
0099 Referring again to FIG. 1. I(x,y) is defined as a 
pixel intensity (luminance or Y component) at location (x,y) 
in the k-th frame (k-th Video Object Plane (VOP), in MPEG-4 
parlance, or current frame), and I (x,y) is a pixel intensity at 
location (x, y) at the (k-1)-th frame (reference frame). For 
BMA motion estimation I (x, y), represents usually a pixel 
located in the search area (range) of pixel size R°-R.xR. The 
reference frame may be not the previous frame, although 
usually it is. The maximum motion vector displacement is 
defined by the range and here it is -p, p-1. The block is 
typically square of a size N=NXN pixels, where N=16 is 
usually used for generic motion estimation and N=8 and/or 4 
is used for the advanced prediction (if the respective mode is 
used). Besides determining motion vector MV in integer pix 
els, the BMA determines also vector MV in fraction pixels 
Such as half-pixel and/or quarter-pixel (or, in other words, the 
BMA determines also fraction MV positions). 
0100. In each individual search position of a search 
scheme, a candidate displacement vector CMV=(AX, Ay) 
having horizontal and vertical components is attempted. The 
“best matching position' is then found by selection from the 
candidate positions using an error measure criterion. 
0101. As it is typical in practice, the sum of absolute 
differences (SAD) used as the error measure for video coding 
schemes can be used as in a criterion in the technique of the 
inventors. For all pixels within the block in the current frame, 
their luminance values are Subtracted from the corresponding 
pixels values from the candidate block in the reference (e.g. 
previous) frame and the absolute values of these differences 
are determined. Then all the results are summarized. When 
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the minimum of the sum is reached, the motion vector MV for 
this MacroBlock is declared to be found. 
0102 Reference is now made to FIG. 2, exemplifying a 
flowchart for creating (in other terms, synthesizing or decod 
ing) a 3D image from a single 2D image and two "directional 
displacement maps. 
0103) These source data could be produced as discussed 
above: a motion estimation algorithm located the blocks of 
the image and determined their movement when it com 
pressed a 2D video sequence to which the image belonged. 
And values of the determined motion vectors for the X- and 
Y-axes yielded two displacement maps—a horizontal dis 
placement map and a vertical displacement map. (The maps 
could be determined with Sub-pixel accuracy: in particular, 
MPEG-4 supports Sub MacroBlocks down to 4x4 pixels; and 
it is used to encode a 2D video sequence with global move 
ment, the motion can be estimated between 4x4 pixel Sub 
MacroBlocks of two sequential frames with a 4 pixel accu 
racy). 
0.104 So, in the decoder side, the 2D frame and the dis 
placement maps are used for producing a stereoscopic 3D 
image. The Source 2D frame may be compressed (i.e. 
intraframe coded) or not compressed; if it is compressed it can 
be decompressed. 
0105. As shown in the illustration, the 2D image is 
decoded from the video bitstream. The displacement map is 
translated into depth maps, Depth map X and Depth map Y. 
For simple translational motion, displacement is homomor 
phic to depth. For more complex motion, different 
approaches can be used. 
0106. In particular, one method to translate horizontal and 
vertical displacement is to calculate the amplitude of both 
motion types: 

D-MV-MV, (1) 

where D is the computed depth per pixel, MV, and MV, are 
motion vectors for the X and Y directions, respectively. The 
motivation for this transformation is that closer moving 
objects would have larger displacement. The map may be 
linearly or nonlinearly scaled. 
0107 Then, the Red component of the 2D image is 
expanded (using interpolation) 4 times for the X-axis (the 
reason for four times interpolation is that in this example 
motion vectors values have 4 pixels accuracy). Once the 
image is expanded it is resampled according to the depth map 

where I(X,y) is the new artificial image, I is the interpolated 
image and D is the depth map value. 
0108. A new video 3D video frame is then created. It can 
be, for instance, an anaglyph formed by using the Green and 
the Blue components from the original 2D decoded image 
and a Red component from the new artificial image. Any other 
visualization method can be used as well. 
0109 The motion estimation in this method is performed 
using Sub MacroBlocks of 4x4 pixels. Therefore, when cre 
ating the depth map, interpolation of the motion vectors to all 
16 pixels in the sub MacroBlock is used. In one simple real 
ization, first order nearest (bilinear) interpolation is used. It is 
also possible to use higher order interpolation schemes, how 
ever it should be understood interpolation does not “add 
information or increase informational resolution. 
0110. Examples of adjacent video frames and the resulting 
disparity map are shown in FIGS. 3A-3B and FIG.4, respec 
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tively: FIGS. 3A and 3B show two sequential frames of a 
video and FIGS. 4 show a depth displacement map calculated 
from the motion along both the X-axis and Y-axis. Three 
vertical traces are visible in FIG. 4; these traces correspond to 
the three columns in FIGS 3A and 3B. 
0111. The modified MPEG 4 encoder depicted above has 
the following outputs: 
0112 1. Standard H.264/ACV “most efficient bit stream: 
0113 2. Horizontal displacement-map: 
0114 3. Vertical displacement-map; and 
0115 4. Skip MacroBlocks map. 
0116. For those embodiments of the decoder which would 
use translation (1) and Sub MarcoBlocks all four encoder's 
outputs would be useful. 
0117 Decoder may use also other data or parameters. In 
particular, two other parameters may be used to control the 
dynamic range of depth map values. While the encoder solves 
a problem of 2D compression, it produces the depth maps 
(disparity maps) according to the real values of the motion 
vectors. The decoder, however, according to the inventors 
technique, can be aimed at a problem of 3D visualization 
rather than 2D decompression (it can be aimed at both).The 
decoder therefore may be provided with an ability to perform 
Some manipulations in order to reduce artifacts and ghosting 
phenomena. In a simple implementation, an exemplary value 
a of the depth map, normalized to its maximal value, may be 
multiplied by again (A) and raised to the power of P consti 
tuting the P-th law transformation as follows: 

Df=AF (3) 

0118. The modified depth map is translated into a horizon 
tal parallax map which is then used for synthesis of artificial 
Stereo pairs. Once the artificial stereo pair is synthesized, it 
can be displayed on any standard projection device. 
0119) Another measure to reduce ghosting artifacts is 
Smoothing by applying low pass filtering to the red channel. 
This results in images that are easier to fuse in 3D and contain 
less visual artifacts in 2D. 
0120 Thus, the inventors’ technique provides a method 
for generating depth maps from a sequence of continuous 
scene 2D video frames by extracting the motion vectors from 
compressed video and synthesizing 3D images with reduced 
artifacts. This entire process has been implemented in real 
time on a standard computer without any hardware accelera 
tion. 
0121 FIG. 5 shows, by way of a block diagram, an image 
processing system 100 capable of carrying out some of the 
methods of the present invention. A specific system capable 
of carrying out a particular method of the present invention 
also can be built. System 100 is a computer system, including 
inter alia data input and output utilities 100A and 100B, a 
memory utility 100C, and a data processing and analyzing 
utility 100D. The latter includes interalia an image processor 
utility 110 (i.e. API) configured and operable according to the 
invention to carry out a method of the present invention. 
0122) More specifically, considering the method generally 
similar to that exemplified in FIG. 2, image processor utility 
110 is configured to receive image data (video bit stream), e.g. 
directly from an imager connectable to system 100 via wires 
or wireless signal transmission, or from memory utility 100C 
where such image data have been previously stored. Image 
processor utility 110 includes a decoder 110A adapted to 
process the video bitstream to decode a 2D image data, and a 
translator utility 110B adapted to receive motion data (e.g. 
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from a motion sensor) and translate the displacement map 
into depth maps along the X- and Y-axes. 
I0123 For simple translational motion, displacement is 
homomorphic to depth. For more complex motion, different 
approaches can be used. One method to translate horizontal 
and vertical displacement is to calculate the amplitude of both 
motion types according to equation (1) above. The motivation 
for this transformation is that closer moving objects have 
larger displacement. Then, as indicated above, the Red com 
ponent of the 2D image is expanded (using interpolation) four 
times for the X-axis, and resampled according to the depth 
map (equation (2) above). A new video 3D video frame is then 
created. The motion estimation is performed using MacroB 
locks of pixels (e.g. 4x4 pixels in the block). 
0.124 Those skilled in the art will readily appreciate that 
various modifications and changes can be applied to the 
embodiments of the invention as hereinbefore described 
without departing from its scope defined in and by the 
appended claims. 

1. A memory storage device readable by machine, the 
device tangibly embodying a sequence of depth maps asso 
ciated with a continuous scene sequence of digital 2D images 
of a predetermined resolution, said sequence of depth maps 
including at least one restricted redundancy depth map of a 
resolution lower than the predetermined resolution of the 2D 
images. 

2. The memory storage device of claim 1, wherein said 
sequence of depth maps is stored in a single data structure. 

3. A kit comprising the memory storage device of claim 1 
and a second memory storage device readable by machine, 
the second device tangibly embodying said continuous scene 
sequence of 2D images. 

4. The memory storage device of claim 1, tangibly 
embodying said continuous scene sequence of 2D images. 

5. The memory storage device of claim 4, wherein the 
continuous scene sequence of 2D images is stored in a single 
data structure. 

6. The memory storage device of claim 5, wherein said 
single data structure is an MPEG-based file. 

7. The memory storage device of claim 5 wherein the data 
structure comprising said sequence of digital 2D images com 
prises the respective sequence of depth maps. 

8. The memory storage device of claim 3, wherein said 
sequence of digital 2D images is coded by Block Matching 
Algorithm. 

9. The memory storage device of claim 4, wherein said 
sequence of digital 2D images is coded by Block Matching 
Algorithm. 

10. The memory storage device of claim 1, wherein in at 
least one direction said restricted redundancy depth map is of 
a resolution at least 4 times lower than the predetermined 
resolution of digital 2D image associated with the depth map. 
the restricted redundancy depth map being thereby a low 
resolution depth map. 

11. The memory storage device of claim 10 wherein the 
low resolution is at least 8 times lower than the predetermined 
resolution of digital 2D image associated with the depth map. 

12. The memory storage device of claim 11 wherein the 
low resolution is at least 10 times lower than the predeter 
mined resolution of digital 2D image associated with the 
depth map. 
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13. The memory storage device of claim 12 wherein the 
low resolution is at least 16 times lower than the predeter 
mined resolution of digital 2D image associated with the 
depth map. 

14. The memory storage device of claim 1 wherein in at 
least one direction said restricted redundancy depth map is of 
a resolution at least 3 times and at most 8 times lower than the 
predetermined resolution of digital 2D image associated with 
the depth map. 

15. The memory storage device of claim 11 wherein the 
low resolution is at most 7 times lower than the predetermined 
resolution of digital 2D image associated with the depth map. 

16. The memory storage device of claim 1 wherein in each 
of two crossed directions said restricted redundancy depth 
map is of resolution at least 4 times lower than the predeter 
mined resolution of digital 2D image associated with the 
depth map. 

17. A method ofuse of the memory storage device of claim 
1, the method comprising initiating machine reading of said 
sequence of depth maps accommodated in the memory stor 
age device and sending at least a portion of the read data to a 
network, the method thereby allowing a user of the memory 
storage device to distribute Stereoscopic video-related data 
through the network. 

18. The method of claim 17, comprising receiving said 
portion of the read data through the network, said receiving 
being performed at a terminal of a remotely located user, the 
method thereby enabling the remotely located user to access 
the stereoscopic video-related data through the network. 

19. The method of claim 18, wherein said initiating com 
prises forming a network-passable initiating message and 
sending this message to the machine through said network, 
said forming and sending being performed at the terminal of 
the remotely located user. 

20. A method ofuse of the memory storage device of claim 
1, the method comprising administering a machine capable of 
reading the memory storage device to respond to a predeter 
mined initiating signal to be received by the machine from a 
network, the response comprising reading the sequence of 
depth maps stored in the memory storage device and sending 
at least a portion of the read data to the network, the method 
thereby enabling a machine administrator to use the memory 
storage device as a stereoscopic video-related distributing 
terminal. 

21. A method ofuse of the memory storage device of claim 
1, the method comprising reading by a machine the sequence 
of depth maps stored in the memory storage device and gen 
erating by said machine a sequence of stereoscopic images 
using the read data and the associated sequence of 2D images, 
the generated sequence thereby including at least one 
restricted redundancy Stereoscopically perceptible image. 

22. The method of claim 21 wherein said generating the 
sequence of stereoscopic images comprises adapting this 
sequence for Stereopsis. 

23. The method of claim 22 wherein said generating the 
sequence of stereoscopic images comprises forming a 
sequence of anaglyphs. 

24. The method of claim 21 wherein said generating the 
sequence of stereoscopic images comprises forming this 
sequence on a stereoscopic display. 

25. The method of claim 23 wherein the forming of at least 
one of the anaglyphs comprises the following: 
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producing a green-blue component of anaglyph from a 
green and a blue component of a digital 2D image of the 
sequence of digital 2D images, 

producing ared component of anaglyph I, (x,y) from 
a red component, I, (x,y), of the digital 2D image and 
the depth map, D (x,y), associated with the 2D image, X 
and y being two axes of the 2D image, said producing 
comprising: 
producing a stretched red component I, (x,y) by 

stretching the red component I, (x,y) of the digital 
2D image, the stretched red component I, (x,y) 
thereby having more pixels along the axis X than the 
red component I, (x,y), 

resampling the stretched red component I, (x,y) 
by assigning to a pixel (x,y) of the anaglyph red com 
ponent an intensity of red color I, (x,y)=1- 
tretched (X+D.y). 

26. The method of claim 25 wherein said stretching the red 
component I, (x,y) of the digital 2D image comprises inter 
polating Values of the stretched red component, I, (x,y). 
that is being produced. 

27. A method for use in machine conversion of 2D video to 
3D video, the method comprising generating a sequence of 
Stereoscopic images by processing a continuous scene 
sequence of digital 2D images and a sequence of depth maps 
associated with said continuous scene sequence of digital 2D 
images, wherein said sequence of depth maps includes at least 
one restricted redundancy depth map being of a resolution 
lower than the 2D image, the generated sequence of the Ste 
reoscopic images thereby including at least one restricted 
redundancy Stereoscopically perceptible image. 

28. The method of claim 27, wherein the continuous scene 
sequence of digital 2D images is coded by a block matching 
algorithm. 

29. The method of claim 28, wherein said processing com 
prises forming a sequence of anaglyphs from said continuous 
scene sequence of digital 2D images and said sequence of 
depth maps associated with said continuous scene sequence 
of digital 2D images. 

30. The method of claim 29 wherein at least one of the 
anaglyphs to be included into said sequence of anaglyphs is 
formed by carrying out the following: 

producing a green-blue component of the anaglyph from a 
green and a blue component of a digital 2D image of said 
sequence of digital 2D images, 

producing a red component of the anaglyph I, (x,y) 
from a red component, I, (x,y), of the digital 2D image 
and the depth map, D(x,y), associated with the 2D 
image, Xandy being two arbitrary axes of the 2D image, 
said producing comprising: 
producing a stretched red component I, (x,y) by 

stretching the red component I(x,y) of the digital 
2D image, the stretched red component I, (x,y) 
thereby having more pixels along the axis X than the 
red component I, (x,y), 

resampling the stretched red component I, (x,y) 
by assigning to a pixel (x,y) an intensity of red color 
'-o', (x,y) stretched (X+D.y). 

31. The method of claim 30 wherein said stretching the red 
component I, (x,y) of the digital 2D image comprises inter 
polating values of the stretched red component I, (x,y) 
being produced. 
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32. A program storage device readable by machine, tangi 
bly embodying a program of instructions executable by the 
machine to perform method steps of claim 27. 

33. A computer program product comprising a computer 
useable medium having computer readable program code 
embodied therein, the computer program product comprising 
computer readable program code for causing the computer to 
perform the method of claim 27. 

34. A computer system comprising a computer and the 
computer program product of claim 33. 

35. The method of claim 27, wherein the restricted redun 
dancy depth map associated with the digital 2D image of the 
continuous scene sequence of 2D images is of a resolution 
which is at least 4 times lower than the resolution of the 2D 
image associated with said restricted redundancy depth map. 

36. A method of use of a 2D video coded by a Block 
Matching Algorithm, the method comprising accessing by a 
machine a continuous scene sequence of digital 2D images 
coded in the 2D video, accessing by said machine multipixel 
image portions motion data, associated with said continuous 
scene sequence of digital 2D images and coded in the 2D 
Video, and generating by said machine a sequence of 
restricted redundancy stereoscopically perceptible images by 
processing the accessed sequence and motion data, the 
method thereby enabling t use of machine for conversion of 
2D video to 3D video. 

37. The method of claim 36, wherein said generating com 
prises calculating by said machine a sequence of restricted 
redundancy depth maps by using the accessed multipixel 
image portions motion data. 

38. The method of claim 37, wherein said calculating the 
sequence of restricted redundancy depth map comprises 
assigning a depth D (x,y) to pixels of a multipixel image 
portion of a digital 2D image of the sequence of digital 2D 
images, the value being homomorphic to MV, and MV, being 
two motion vectors, coded in the 2D video, of said multipixel 
image portion. 

39. The method of claim 37, wherein said calculating the 
sequence of restricted redundancy depth map comprises 
assigning a depth D (x,y) a value of about MV, +MV, tO 
pixels of a multipixel image portion of a digital 2D image of 
the sequence of digital 2D images, MV, and MV, being two 
motion vectors, coded in the 2D video, of said multipixel 
image portion. 

40. The method of claim39 wherein said value is truncated 
or rounded to a pixel. 

41. A program storage device readable by machine, tangi 
bly embodying a program of instructions executable by the 
machine to perform method steps, the method comprising the 
method of claim 37. 

42. A computer program product comprising a computer 
useable medium having computer readable program code 
embodied therein, the computer program product comprising 
computer readable program code for causing the computer to 
perform the method of claim 37. 

43. A computer system comprising a computer and the 
computer program product of claim 42 associated with said 
computer. 

44. The method of claim 36, wherein said multipixel image 
portions are of a size being at least 4 pixels in an at least one 
direction. 

45. A method, for use in 3D video compression, the method 
comprising accessing a continuous scene sequence of stereo 
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Scopic images, obtaining, using the accessed sequence, a 
sequence of digital 2D images, calculating a sequence of 
restricted redundancy depth maps being associated with said 
sequence of digital 2D images, the restricted redundancy 
depth maps being of resolution larger than the 3 pixels of the 
digital 2D images, including the calculated sequence of 
restricted redundancy depth maps in a data structure being 
tangibly embodied in a memory storage device readable by 
machine, the resulting data structure thereby accommodating 
Stereoscopic video-related data. 

46. The method of claim 45, comprising including the 
obtained sequence of digital 2D images in a data structure 
being tangibly embodied in a memory storage device read 
able by machine. 

47. The method of claim 46, wherein the data structure 
including the obtained sequence of digital 2D images and the 
data structure including the calculated sequence of the 
restricted redundancy depth maps are being embodied by the 
same memory storage device readable by machine. 

48. The method of claim 47, wherein the obtained sequence 
of digital 2D images and the calculated sequence of the 
restricted redundancy depth maps are included in the same 
data structure. 

49. The method of claim 45 wherein said obtained 
sequence of digital 2D images is coded by a Block Matching 
Algorithm. 

50. A program storage device readable by machine, tangi 
bly embodying a program of instructions executable by the 
machine to perform the method of claim 45. 

51. A computer program product comprising a computer 
useable medium having computer readable program code 
embodied therein, the computer program product comprising 
computer readable program code for causing the computer to 
perform the method of claim 45. 

52. A computer system comprising a computer and the 
computer program product of claim 51 associated with said 
computer. 

53. The method of claims 45, wherein the sequence of the 
restricted redundancy depth maps contains a restricted redun 
dancy depth map of a resolution at least 4 times lower than the 
resolution of the 2D image associated with said restricted 
redundancy depth map. 

54. A memory storage device readable by machine, the 
device tangibly embodying a continuous scene sequence of 
2D images of a predetermined resolution and a sequence of 
depth maps associated with said sequence of digital 2D 
images, the sequence of depth maps comprising at least one 
restricted redundancy depth map of a resolution lower than 
the predetermined resolution of the 2D images, the sequence 
of digital 2D images being coded by a Block Matching Algo 
rithm, said restricted redundancy depth map being in at least 
one direction of a resolution at least 4 times lower than the 
predetermined resolution of digital 2D image associated with 
the depth map. 

55. The memory storage device of claim 1, wherein said 
restricted redundancy depth map comprises interpolated val 
ues within its blocks. 


