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(57) ABSTRACT 

A method and system are presented for real time Super 
Resolution image reconstruction. According to this tech 
nique, data indicative of a video frame sequence compressed 
by motion compensated compression technique is processed, 
and representations of one or more video objects (VOs) 
appearing in one or more frames of said video frame sequence 
are obtained. At least one of these representations is utilized 
as a reference representation and motion vectors, associating 
said representations with said at least one reference represen 
tation, are obtained from said data indicative of the video 
frame sequence. The representations and the motion vectors 
are processed, and pixel displacement maps are generated, 
each associating at least Some pixels of one of the represen 
tations with locations on said at least one reference represen 
tation. The reference representation is re-sampled according 
to the Sub-pixel accuracy of the displacement maps, and a 
re-sampled reference representation is obtained. Pixels of 
said representations are registered against the re-sampled ref 
erence representation according to the displacement maps, 
thereby providing Super-resolved image of the reference rep 
resentation of said one or more VOs. 
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Fig. 4 
Super Resolution from Global Motions through MPEG-4 
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Fig. 5 
Super Resolution of turbulent degraded videos MPEG-4. 
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SYSTEMAND METHOD FOR REAL-TIME 
SUPER-RESOLUTION 

FIELD OF THE INVENTION 

0001. This invention is generally in the field of image 
processing and relates to a system and method for real-time 
Super-resolution. 
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0004 2. L. P. Yaroslaysky, B. Fishbain, G. Shabat and I. 
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3040, 2007. 
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Compression Video Coding for Next-generation Multime 
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Video Compression Standards, Norwell, MA: Kluwer, 
1995. 
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0011 9 L. Yaroslaysky, Digital Holography and Digital 
Image Processing, Kluwer Scientific Publishers, Boston, 
2004 

0012 10 Z. Chen, J. Xu, Y. He and J. Zheng, “Fast 
integer-peland fractional-pel motion estimation for H.264/ 
AVC, Journal of Visual Communication and Image Rep 
resentation, Vol. 17(2), Pages 264-290, April 2006. 

0013 11 A. M. Tourapis, “Enhanced predictive Zonal 
search for single and multiple frame motion estimation in 
Proc. of Visual Communications and Image Processing 
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BACKGROUND OF THE INVENTION 

0014. In the recent years, with the evolvement of High 
Definition (HD) video standard, such as HDTV and other 
high resolution video representation devices, there is an 
increasing demand for high definition video content. At the 
same time, there is a significant lack of HD video content 
where the majority of TV channels and DVD movies are 
encoded with standard-definition (SD). 
0015. Some known techniques for converting an SD video 
stream to HD video stream include intra-frame (spatial) reso 
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lution upsizing, typically utilizing interpolation methods 
such as bilinear or bicubic interpolation. Generally, tech 
niques based on intra-frame interpolation utilize the informa 
tion already existing in the original video frame in order to 
enhance the frame's resolution and to synthesize artificial 
details into a high resolution image. 
0016. Another approach, generally referred to as Super 
Resolution (SR), is based on image reconstruction technique, 
utilizing signal processing methods to obtain high-resolution 
(HR) image (or sequence of HR images e.g. video sequence) 
from a sequence of multiple low-resolution (LR) images. 
According to this technique, the resolution enhancement of 
the image of a video frame is based on the extraction of visual 
information existing in the sequence of frames. This enables 
to combine the information of several low resolution images/ 
Video frames containing slightly different views of the same 
scenery, and to reconstruct therefrom enhanced SR video 
frame(s) which include details of the imaged scenery that 
were not included together in any one of the frames of the 
original, low resolution, video sequence. 
0017 Widely used digital image sensors include charge 
coupled devices (CCD) and CMOS cameras. Increasing the 
imaging resolution of Such an imaging sensor might be 
achieved by increasing its spatial resolution and the size of a 
sensing Surface. Alternatively, signal processing techniques, 
such as SR methods, might be used to enhance the effective 
resolution of animaging device without the use of high spatial 
resolution sensor. The major advantage of the signal process 
ing approach is that it may cost less and the existing LR 
imaging systems can be still utilized. 
0018 Basically, recovering high-frequency visual infor 
mation of the scenery (i.e. associated with high resolution 
imaging) from a sequence of (LR) images of the same scene 
is possible if the differences between the images provide 
additional information of the scene. A typical video sequence 
of a scene comprises unstable images of the scene, i.e. con 
taining pixels that are shifted between the frames, e.g. due to 
global/camera motion or different environmental conditions 
affecting the environment's refraction index (e.g. turbulent air 
flow etc.). Generally, high frequency information of the scene 
is introduced into the sequence of LR images through Small 
distance (e.g. Sub-pixel) displacements of the sampling grid 
(pixel array/CCD) with respect to the scenery. It is thus 
required for the Super Resolution image reconstruction pro 
cess that the LR images of the scenery contain different but 
related views of the scene. In a typical sequence of video 
frames presenting a scene, the frames are sub-sampled 
(aliased) as well as shifted from one another with sub-pixel 
precision. The sub-pixel differences (e.g. shifts) between the 
frames and the aliasing introduce new information of the 
scene (e.g. each image/frame cannot be obtained from the 
others) that can be exploited to reconstructan SR image of the 
scene. It should be understood that the images or portions 
thereof, shifted from one another by integer units (pixels), do 
not contribute any new information that can be used in an SR 
reconstruction process. 
0019 Sub-pixel differences within the video sequence 
typically occur due to the scene motions, namely global 
motion of the imaging system with respect to the scenery (i.e. 
background motion, e.g. camera motion, images acquired 
from orbiting satellites or vibrating imaging systems) and/or 
due to foreground motion of local objects within the scene. 
Some differences between a sequence of images occur in the 
process of recording the images, due to, for example, a natural 
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loss of spatial resolution caused by the optical distortions (out 
of focus, diffraction limit, etc.), motion blur due to limited 
shutter speed, noise that occurs within the sensor or during 
transmission, and insufficient sensor density. Thus, the 
recorded image usually Suffers from blur, noise, and aliasing 
effects. Although the main concern of an SR algorithm is to 
reconstruct HR images from under-sampled LR images, it 
might also be used as a restoration technique for reconstruct 
ing high quality images from noisy, blurred images or other 
wise degraded and aliased LR images. 
0020 Additionally, in Some types of imaging systems, 
Such as long distance observation systems, images and video 
are frequently damaged by atmospheric turbulence, causing 
spatially and temporally chaotic fluctuations in the index of 
refraction of the atmosphere resulting in chaotic, spatial and 
temporal geometrical distortions of neighborhoods of all pix 
els. This geometrical instability of image frames heavily 
worsens the quality of videos and hampers their visual analy 
sis. To make visual analysis possible, it is required first of all 
to stabilize images of stable scenes while preserving real 
motion of moving objects that might be present in the scene. 
Methods of generating stabilized videos from turbulent vid 
eos, including real time ones have been developed 1, 2. 
arriving to an advanced technique of making a profit from 
atmosphere turbulence-induced image geometrical spatial/ 
temporal degradations to compensate image sampling arti 
facts and generate stabilized images of the stable scene with 
higher resolution than that defined by the camera sampling 
grid. 
0021. The SR image reconstruction is proved to be useful 
in many practical cases where multiple frames of the same 
scene can be obtained, including medical imaging, satellite 
imaging, and Video applications. 

SUMMARY OF THE INVENTION 

0022. There is a need in the art for a novel SR method 
capable of being used in real-time image processing. 
0023. It should be understood that the known SR methods 
generally utilize and analyze the raw sequences frames, 
without taking into consideration the presence of moving 
objects. Accordingly, SR is achieved through computational 
complex algorithms. 
0024 Nowadays most digital footage data is transmitted 
and stored using the International Telecommunication Union 
(ITU) and Moving Picture Experts Group (MPEG) coding 
standards 3, 4. These well known standards typically incor 
porate motion-compensated compression techniques used to 
reduce the volume of the video sequence data. Known SR 
techniques which are designed for manipulating raw, uncom 
pressed, video sequences may not be efficient when applied to 
compressed video formats and are typically time consuming 
making them impractical for use in real time applications that 
utilize such compressed video formats. 
0025 Thus, there is a need in the art for SR techniques 
which are adapted to operate with compressed video data in 
real time with efficient and economical computation power 
requirements. 
0026. A real-time super-resolution method, adapted for 
use within a video decoder hardware, was suggested by Cal 
lico et al 5. According to this method, a proprietary com 
pression standard is used for the reconstruction of an SR 
Video sequence. A video sequence encoded/compressed 
according to this standard comprises motion fields. 
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0027. The method of the present invention takes advan 
tage of another type compression standard termed motion 
compensated compression (such as MPEG), which includes 
global motion compensated (GMC) data. The invention uti 
lizes such compression standard for efficient estimation of the 
global motion between frames thus enabling real-time SR 
processing, and uses various features of any known compres 
sion algorithm, such as video objects (VOs), for efficient 
background extraction. 
0028. It should be understood that in the scope of the 
present disclosure, the term motion-compensated compres 
sion technique refers to any video frame sequence compres 
sion technique utilizing inter-frame compression based on the 
evaluation and encoding of the relative motion (e.g. in the 
form of motion vectors) of one or more pixels (or groups of 
pixels) between two of more frames of the sequence. 
0029. SR methods are usually based on two important 
algorithms: high quality spatial (in-frame) re-sampling (e.g. 
upsizing), and motion compensation for finding correspond 
ing areas in neighbor frames. Finding corresponding areas in 
neighboring frames (motion compensation algorithms) is 
typically time consuming operation involving complex 
search algorithms, such as Logarithmic Search, Hierarchical 
Search, Cross Search, Asymmetrical Cross Multi Hexagon 
grid (AMHexagonS) and Enhanced Predictive Zonal Search 
(EPZS). In each case, the performance of the algorithm may 
be evaluated by comparison with Full Search. It should be 
noted that the term re-sampling (including up and down Sam 
pling) used in the present disclosure refers to a resolution 
manipulation applied to an image for increasing or reducing 
its resolution. Typically, this is achieved through different 
image interpolation methods such as discrete sinc-interpola 
tion which is considered as having Small interpolation error. 
0030 The technique of the present invention is based on 
the fact that typically, consequent frames of a video stream 
differ mostly due to small movements between the frames and 
thus the image sampling grid (e.g. defined by the video cam 
era sensor) may be considered to be moving over a stationary 
image scene. This phenomenon allows for combining (with 
appropriate re-sampling) multiple frames of the video stream 
to thereby generate high resolution images of the scenery 
having large number of samples, larger than the number of 
samples of the scenery provided by the camera's sampling 
grid. The Super-resolution process consists of two main 
stages: a determination, with Sub-pixel accuracy, of pixel 
movements and a combination of data of several frames in 
order to generate a single combined image with higher spatial 
resolution. 
0031. In the first stage, in which pixels movement between 
frames is determined/estimated, mapping between unstable 
(e.g. turbulence/shift affected) images of the scene can be 
obtained by registering a spatial neighborhood Surrounding 
each pixel in a first image against a second image. In its 
simplest form, it is sufficient to find, for each pixel, the trans 
lations along the X and y axes. Such a registration can be 
implemented using searching algorithms such as described 
above, optical flow methods 8 or correlation methods 9. 
0032. An SR enhancement thus preferably requires an 
efficient estimation of accurate Sub-pixel-resolution motion 
fields (e.g. in the form of pixel displacement maps). 
0033. The inventors of the present invention take advan 
tage of various features inherent to the common compression 
format standards (such as ITU H.264 or MPEG-4). These 
features provide for data structures (such as motion vectors) 
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within the compressed video files which enables highly effi 
cient Super resolution methods for use with compressed video 
formats. 
0034. The present invention thus provides a method for 
Super resolution image processing utilizing motion compen 
sated video compression format standards such as MPEG. 
The method may be implemented within software and/or 
hardware systems to provide real-time processing of Super 
resolution. 
0035 Generally, motion compensated video compression 
standards reduce redundant encoding of image data by utiliz 
ing inter-frame motion vectors to relate similar data sections 
between different frames. More particularly, MPEG-encoded 
image sequences are divided into groups of pictures (GOPs) 
composed of primarily three different frame types: 

0036 Intra-coded frames (I-frames which are coded 
independently without reference to any other pictures 
(e.g. using block-DCT (discrete cosine transform) com 
pression). 

0037 Predictive-coded frames (P-frames) which are 
coded with references to the temporally preceding I- or 
P-pictures. 

0038 Bi-directionally predictive-coded frames 
(B-frames) which are coded with references to the near 
est preceding and/or upcoming I- or P-pictures. 

0039 While the I-frames are coded independently of other 
frames, the P-frames take advantage of data existing in the 
previous (I or P) frames (being reference frames) to provide 
higher compression ratio. Such I-frame is a frame having a 
coded representation in the MPEG standard as consisting 
solely on the concurrent frame itself, rather than on preceding 
or proceeding frames. A P-frame is encoded (and com 
pressed) using motion compensation predictions associating 
portions of the frame with previous frame(s), generally 
referred to as reference frame(s). It should be understood that 
a GOP may corresponds to a sequence of frames associated 
with a particular time window. 
0040. The frame, being encoded, is divided into macro 
blocks (generally 16x16 pixels). Then the reference frame is 
searched to find therein macro-blocks that best-match to the 
macro-blocks of the frame being encoded. The offsets 
between the macro-blocks of the encoded frame and the best 
matching macro-blocks of the reference frame are encoded as 
“motion vectors often having Sub-pixels accuracy down to 
/4 of a pixel. The residual differences between the macro 
blocks of the encoded frame and the corresponding best 
matching macro-blocks, found in the reference frame, are 
stored as a motion vector (e.g. associated with each macro 
block) of the P-frame being compressed. 
0041. Similarly to P-frames, B-frames are encoded (and 
compressed) using motion compensation predictions associ 
ating portions of the frame with other frame(s). However, the 
motion compensation predictions may refer to the following 
frames as well as previous frames of the video sequence. As a 
result, B-frames usually provide more compression than 
P-frames but cannot serve as reference frames. 
0042 Video encoders utilizing motion compensated com 
pression (i.e. MCC), such as MPEG encoders, typically 
employ motion estimation and compensation techniques to 
encode sequences of video frames in the form of GOPs each 
comprising at least one I-frame and one or more Por B frames 
which references to said at least one I-frame. These motion 
estimation and compensation techniques are aimed at finding 
a match to the current block or region that minimizes the 
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energy in the motion compensated residual (the difference 
between the current block in a first frame and the reference 
area on a second, e.g. reference frame). This usually involves 
evaluating the residual energy at a number of different offsets. 
The energy is typically measured by one of three energy 
measures, Mean Squared Error (MSE), Mean Absolute Error 
(MAE) and Sum of Absolute Error (SAE) as follows: 

1 1 
MSE = i X (C. - R. (1) 

i.ie) 

1 (2) MAE = i X|C. - R. 
i.ie) 

SAE = X|C. - Ril (3) 
i.ie) 

where the block size is NxN; C and R are the current (first 
frame) and reference frames respectively and S2 is the corre 
sponding sampled areas. The choice of measure for energy 
affects computational complexity and the accuracy and the 
SAE measure is generally the most widely-used measure of 
residual energy for reasons of computational simplicity. 
0043. As described above, the super-resolution process 
requires fractional translations (motion-vectors/pixel-dis 
placement-maps heaving Sub-pixels accuracy) rather than 
just integer values. The MPEG-4 standard provides for half 
pixel vectors in MPEG-4 Simple Profile and quarter-pixel 
vectors in Advanced Simple profile and H.264. Sub-pixel 
motion estimation may be achieved, by the encoder, by uti 
lizing interpolation techniques to interpolate between integer 
sample positions in the frames (e.g. for example up-sampling 
the entire frame). However interpolation is computationally 
intensive and calculating Sub-pixel Samples for the entire 
search window might not be necessary. Hence, alternatively 
the best integer-pixel match can be found (using one of the 
fast search algorithms discussed above) and then a search 
with interpolated positions adjacent to the position of the 
integer-pixel match is carried out. For example, in the case of 
quarter-pixel motion estimation, first the best integer match is 
found; then the best half-pixel position match in the immedi 
ate neighborhood is calculated; finally the best quarter-pixel 
match around this half-pixel position is found. 
0044 Generally, SR techniques utilize motion compensa 
tion/estimation algorithms very similar to those used by typi 
cal motion compensated compression encoders. The results 
obtained from these motion compensation algorithms are 
further used to facilitate registration, with Sub-pixel accuracy, 
of the values of pixels in a first frame against Sub-pixel posi 
tions within a second frame. The inventors have found that 
Video sequences encoded by an MCC encoder already con 
tain within the encoded data the results of such algorithms and 
thus the encoded data (e.g. in the form of motion vectors) may 
be used for the efficient SR processing as will be further 
described below. 
0045 Hence, according to the present invention, a typical 
GOP of an MPEG encoded video sequence may be used for 
an efficient reconstruction of Super resolution images of one 
or more frames of the GOP. Typically, a GOP encodes a 
sequence of video frames beginning with an I-frame (I pic 
ture) and including additional P- and B-frames. It should be 
noted that a digital image sequence coded at a low bit rate 
using a motion-compensated video compression standard 
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should contain little data redundancy. However, the Success 
of a particular Super-resolution enhancement algorithm is 
predicated on Sub-pixel-resolution overlap (i.e., redundancy) 
of moving objects from frame-to frame. If an MPEG bit 
stream is coded at a relatively high bit rate (e.g., a compres 
sion ratio of 15:1), enough data redundancy exists within the 
bit stream to Successfully perform Super-resolution enhance 
ment within the decoder. 
0046. Thus, according to one broad aspect of the present 
invention there is provided a method for Super-Resolution 
image reconstruction, the method comprising: 
0047 processing data indicative of a video frame 
sequence compressed by motion compensated compression 
technique, and obtaining representations of one or more video 
objects (VOS) appearing in one or more frames of said video 
frame sequence; 
0048 utilizing at least one of said representations as a 
reference representation and obtaining, from said data indica 
tive of the video frame sequence, motion vectors associating 
said representations with said at least one reference represen 
tation; 
0049 processing said representations and said motion 
vectors and generating pixel displacement maps each associ 
ating at least Some pixels of one of said representations with 
locations on said at least one reference representation, at least 
one of said displacement maps having a Sub pixel accuracy; 
0050 re-sampling said reference representation according 
to the Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 
0051 registering pixels of said representations against the 
re-sampled reference representation according to said dis 
placement maps thereby providing Super-resolved image of 
the reference representation of said one or more VOs. 
0052 According to the SR method of the present inven 

tion, a sequence of Successive video frames of a scene are 
processed together to obtain a high resolution video 
sequence. A typical video sequence includes several video 
objects (VO). Such as the scene's background or various fore 
ground objects, which features and motions are presented 
within the frames of the sequence. Each frame may or may not 
include a representation of a video object (or a part thereof) 
appearing within the sequence. 
0053 Analyzing the motion between the frames enables to 
separate each of the frames into the VO(s) components. Addi 
tionally, the representations of a certain VO appearing within 
different frames may be such that said representations are 
associated with one another and they may be further pro 
cessed as described below to provide an SR enhanced repre 
sentations of said VO. 

0054. It should be understood that in some cases of SR 
processing of a video sequence it is Sufficient to separate a 
single VO (typically, the background VO appearing in the 
Video sequence) from other components appearing in the 
Video sequence. Accordingly, SR enhancement might be per 
formed on said single VO. It should be also understood that in 
Some embodiments of the present invention a video frame 
sequence is considered to present a single VO. In this case the 
frames of the sequence represent the representations of said 
single VO. 
0055 According to some embodiments of the SR method 
of the present invention, a representation of at least one of the 
VOs (termed here below reference representation) is pro 
cessed together with other representation(s) of said at least 
one VO to produce therefrom an SR enhanced reference rep 
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resentation. The reference representation is in the form of a 
reference frame when the VO is the background portion of the 
scene or when the video frame sequence is considered to 
present a single VO. 
0056 Preferably, the motion compensated compression 
technique includes at least one of MPEG-4 and ITU-H.264 
coding standards. The compressed video frame sequence may 
include at least one GOP. 
0057. As indicated above, VO(s) may include a back 
groundVO. In this case, the compressed video sequence may 
comprise GMC data indicative of global motion between the 
frames. The representations of such background VO is 
obtained from the video sequence by a background-fore 
ground separation technique based on the GMC data. The 
reference representation is thus a reference frame obtained 
from the video frame sequence, e.g. by processing one or 
more frames of the sequence. The reference frame may be 
obtained from said video frame sequence by identifying 
therein a frame Suitable for use as a reference frame, e.g. an 
intra coded frame. 
0058. In some embodiments of the invention, the process 
ing of data indicative of a video frame sequence includes 
obtaining motion vectors, associating pixels of one frame 
with locations in another frame, and utilizing these motion 
vectors to analyze the motion between the frames and to 
facilitate separation of the video sequence data into separate 
VOS and their corresponding representations. 
0059. In some other embodiments, processing of data 
indicative of the compressed video frame sequence includes 
obtaining one or more VOs from said data. The video 
sequence may be compressed by MPEG-4 visual compres 
sion standard. 
0060. In some embodiments of the invention, the sub 
pixel accuracy of the pixel displacement maps is determined 
by the Sub-pixel accuracy of the corresponding motion vec 
tors used for generating said displacement maps. The pixel 
displacement map may be processed with its corresponding 
representation of said one or more VOs and the reference 
representation to provide a respective displacement map hav 
ing finer Sub-pixel resolution. 
0061 The re-sampling of the reference representation 
may be performed in accordance with the Sub-pixel accuracy 
of the displacement maps. Alternatively or additionally, the 
re-sampling of the reference representation is performed in 
accordance with the desired resolution enhancement of said 
Super resolution reconstruction process. 
0062. The Super-resolved image of the reference represen 
tation may be further processed by iterative re-interpolation 
methods. 
0063. According to another broad aspect of the invention, 
there is provided a method for real time Super-Resolution 
image reconstruction, the method comprising: 
0064 processing data indicative of a video frame 
sequence compressed by MPEG-4 compression standard, 
and obtaining representations of one or more video objects 
(VOS) appearing in one or more frames of said video frame 
Sequence; 
0065 utilizing at least one of said representations as a 
reference representation and obtaining, from said data indica 
tive of the video frame sequence, motion vectors associating 
said representations with said at least one reference represen 
tation; 
0066 processing said representations and said motion 
vectors and generating pixel displacement maps each associ 
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ating at least Some pixels of one of said representations with 
locations on said at least one reference representation, at least 
one of said displacement maps having a Sub pixel accuracy; 
0067 re-sampling said reference representation according 
to the Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 
0068 registering pixels of said representations against the 
re-sampled reference representation according to said dis 
placement maps thereby providing Super-resolved image of 
the reference representation of said one or more VOs. 
0069. According to yet another aspect of the invention, 
there is provided a method for use in obtaining real time 
Super-Resolution enhanced video, the method comprising: 
0070 processing data indicative of a video frame 
sequence compressed by motion compensated compression 
technique, and obtaining representations of one or more video 
objects (VOS) appearing in one or more frames of said video 
frame sequence; 
0071 utilizing at least one of said representations as a 
reference representation and obtaining, from said data indica 
tive of the video frame sequence, motion vectors associating 
said representations with said at least one reference represen 
tation; 
0072 processing said representations and said motion 
vectors and generating pixel displacement maps each associ 
ating at least Some pixels of one of said representations with 
locations on said at least one reference representation, at least 
one of said displacement maps having a Sub pixel accuracy; 
0073 re-sampling said reference representation according 
to the Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 
0.074 registering pixels of said representations against the 
re-sampled reference representation according to said dis 
placement maps thereby providing Super-resolved image of 
the reference representation of said one or more VOs: 
0075 for each one of said representations, re-sampling the 
representation according to resolution of the Super-resolved 
referenced representation; utilizing said pixel displacement 
map to register pixels of said Super-resolved reference repre 
sentation within the respective one of said representations; 
thereby obtaining a Super-resolved video. 
0076. The present invention, in its further aspect, provides 
a system for use in real time Super-Resolution image recon 
struction, the system comprising a processing utility config 
ured and operable for processing data indicative of a video 
frame sequence compressed by motion compensated com 
pression technique, said processing utility comprising: 
0077 a video-objects separation module adapted to pro 
cess said video frame sequence and to obtain therefrom rep 
resentations of one or more video objects (VOS) appearing in 
one or more frames of said video frame sequence; 
0078 a pixel displacement analysis module adapted to 
process motion vectors of said compressed video sequence 
and to generate pixel displacement maps of Sub pixel accu 
racy associating pixels of one or more representations of a VO 
with locations in another representation of said VO: 
0079 a re-sampling module adapted to utilize a represen 
tation of a VO having a first pixel resolution and to generate 
therefrom a re-sampled representation of said VO having a 
second different pixel resolution and; 
0080 a pixel registration module adapted to provide SR 
enhancement of a re-sampled representation of a VO by uti 
lizing pixel displacement maps, generated by said pixel dis 
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placement analysis module, to register pixels of one or more 
representations of said VO within said re-sampled represen 
tation. 
I0081. In some embodiments, the video-objects separation 
module operates to process said video frame sequence by 
utilizing the pixel displacement maps generated by said pixel 
displacement analysis module. Alternatively or additionally, 
the compressed video sequence includes GMC data, in which 
case the video-objects separation module operates to process 
said video frame sequence by utilizing said GMC data. 
I0082 In some other embodiments, e.g. where the video 
sequence is compressed utilizing MPEG-4 visual, the com 
pressed video sequence includes VO data, and the video 
objects separation module operates to process said video 
frame sequence by utilizing said VO data. 
I0083. More specifically, the present invention is intended 
for use as a practical Super-resolution scheme utilizing 
MPEG-4 features, and is exemplified below with reference to 
this specific example. It should however be understood that 
the invention can be used with any other suitable video com 
pression technique being a motion compensated compression 
technique. The invention provides for producing, in real-time, 
good quality higher-resolution videos from low-resolution 
video streams or from turbulent degraded video streams with 
discrimination of turbulent from real motion which is caused 
by moving objects or global camera translations. 

BRIEF DESCRIPTION OF THE DRAWINGS 

10084. In order to understand the invention and to see how 
it may be carried out in practice, a preferred embodiment will 
now be described, by way of non-limiting example only, with 
reference to the accompanying drawings, in which: 
I0085 FIG. 1 is flow diagram of an example of the method 
of the present invention for SR enhancement of a VO repre 
sentation; 
I0086 FIG. 2A is an example of using the invention for 
reconstructing the SR image of a VO appearing in a video 
frame sequence; 
I0087 FIG.2B exemplifies a sequence of frames following 
a reference frame in a particular GOP including an I-frame 
and B- and P-frames; 
I0088 FIG. 2C exemplifies the main steps of the SR video 
sequence reconstruction method; 
I0089 FIG. 3 is a block diagram of an example of a system 
for Super-resolution reconstruction of an image or video 
frame sequence according to the invention; 
(0090 FIGS. 4A-4D show the results of an example of the 
present invention for Super resolution processing of video 
sequences encoded utilizing the MPEG-4 compression stan 
dard, where the video sequence includes global camera 
motion in between the frames; and 
(0091 FIGS.5A-5D show the results of an example of the 
present invention for Super resolution processing of video 
sequences encoded utilizing the MPEG-4 compression stan 
dard, where the video sequence includes pixel shifts caused 
by turbulence effects. 

DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

0092 Referring now to FIG. 1, there is illustrated sche 
matically, by way of a flow diagram 100, an example of the 
method for SR enhancement of a VO representation accord 
ing to an embodiment of the present invention. Generally, as 
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described above, a video sequence (comprising one or more 
time windows, sometimes referred to as GOPs) is analyzed 
and divided into one or more VOs and the representations of 
said VOS as it/them appear(s) in the video frames of the video 
sequence. The relations, e.g. in the form of pixel displacement 
maps, between the representations of the particular VOs 
(which are to be SR enhanced) are also determined based on 
the motion vectors of the compressed video sequence, as will 
be further described below. The technique presented here 
utilizes the representations of a VO for the SR enhancement 
of Said VO. 

0093 First, a reference representation 102 is selected/gen 
erated from the representations of said VO. This reference 
representation is processed and SR enhanced as will be exem 
plified more specifically below. The processing of the refer 
ence representation includes re-sampling (e.g. up-sampling) 
according to the accuracy of the pixel displacement maps 
and/or according to the desired output resolution of the SR 
enhancement process (step 112). 
0094. Then, at least some of the representations of the VO 
(appearing in the reference representation) and the corre 
sponding pixel displacement maps are processed such that 
each representation (e.g. being a current frame) 104 and its 
corresponding pixel displacement map 106 are used to adjust 
the values of pixels within the up-sampled reference repre 
sentation (step 114). Such adjustment is carried out in accor 
dance with the values of the pixels of the representation 104 
and in accordance with the destination locations of these 
pixels within the up-sampled reference frame. The destina 
tion locations can be obtained from the corresponding pixel 
displacement map 106 associating the reference representa 
tion 102 and the representation 104. 
0095. It should be noted that step 114 is carried out for 
each of said at least Some representations and corresponding 
displacement maps. Accordingly, the adjustment (amend 
ment/replacement) of the pixel value of the up-sampled ref 
erence representation is made by "averaging” (plain average, 
median, etc.) the values of multiple pixels of one or more 
representations associated therewith, e.g. through the corre 
sponding displacement maps, with said pixel being amended. 
0096. After step 114 have been repeated for each of said at 
least some representations of the VO, additional interpola 
tion, Such as iterative re-interpolation algorithm, is performed 
(step 116) on the up-sampled and amended reference repre 
sentation. This enables to introduce high frequency data into 
regions (e.g. groups of pixels) of said up-sampled and 
enhanced reference representation, in which the pixels where 
not amended. Thereafter, an image down-sampling procedure 
is applied to the re-interpolated reference representation (step 
118), and output data is generated (step 120) corresponding to 
an image data of a desirably increased SR. 
0097. As indicated above, the reference representation 
may be associated with a VO being a background portion of 
the scene, and thus is referred to as a reference frame. Also, 
elastic registration (optical flow), with Sub-pixel accuracy, of 
the values of pixels of several representations of the VO (e.g. 
as appearing in several frames of the sequence) into an up 
sampled reference representation of the VO can be used. This 
may for example include registering the pixels of the stable 
portions (e.g. the background portions) of the scene, pre 
sented in the sequence of video frames, with a reference 
frame of the scenery. Re-sampling (typically up sampling) of 
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the VO representations (e.g. the frames) according to the 
registration results is preformed either after or prior to the 
elastic registration. 
0098. In the description below, the term elastic registration 
generally refers to analyzing motion fields between two or 
more frames of the video sequence (e.g. generation of pixel 
displacement maps) from which the translations of pixels 
from one frame to the other and the position of a pixel within 
different frames may be obtained. 
0099. The reference frame is an estimate of the stable 
(non-moving) scene obtained from the input video sequence. 
In order to achieve optimal results, the reference image 
should preferably have the following properties: 

0100. The reference image contains only the static 
background with no moving objects in it; 

0101 The reference image contains no distortions and 
global camera movement. 

0102. In some embodiments of the invention, an SR ref 
erence frame of the background portion of a scene is produced 
for each scene of the video sequence in which a different 
background appears and from which SR Video sequence is to 
be produced. Hence, an arbitrary video sequence, which may 
contain several scenes possibly occurring on different back 
grounds, is divided into Subsequences. The video sequence 
may be analyzed and divided into several time windows (sub 
sequences) presenting different scenes. Alternatively, the 
compressed sequence is divided into several Sub-sequences 
each being associated with one or more GOPs of the com 
pressed video. 
0103) At least some of said video sequences (e.g. sub 
sequences) are processed to obtain therefrom, in real-time, an 
SR image of the stable portion (background) of the scene 
present therein. Reference is made to FIG. 2A, illustrating, by 
way of a flow diagram 200, an example of the technique for 
reconstructing the SR image of a VO appearing in a video 
frame sequence, using the technique of the present invention. 
0104. Initially, a compressed video sequence of several 
frames is received and stored. In the following description, 
the term video sequence refers to one or more GOPs from 
which a super resolution reference frame is obtained (i.e. sub 
sequence). 
0105. In step 212, a reference frame is obtained for use in 
the procedure of pixel-elastic registration described below. 
The reference frame might be any suitable frame in the 
sequence or alternatively may be one computed from several 
frames of the sequence by using for example averaging of the 
preceding frames (e.g. temporal pixel-wise median taken 
with respect to the relative displacement of pixels between the 
frames). 
0106 When utilizing a video compressed using the MPEG 
standard, data indicative of each of the processed frame 
sequences is included within one or more GOPs. Then, it 
might be preferable to use the I-frame related data of the 
preceding GOP (which is computed by the MPEG-4 decoder) 
as a reference frame for the SR processing of the proceeding 
GOP(s) of the MPEG encoded sequence. 
0107 Using the MPEG standard based model, an I-frame 
beginning a particular GOP is the reference frame. The SR 
algorithm of the present invention requires data indicative of 
motion vectors connecting the reference frame/representa 
tion with all other frames. Therefore, only the neighboring 
frames up to and including the first P-frame in the current 
GOP and the frames down to and excluding the last P-frame 
in the previous GOP are integrable with the I-frame. The 
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frames following the reference frame in a particular GOP 
have predictions which are directly connected to macro 
blocks within said reference I-frame. This is illustrated in 

FIG. 2B. Frames 1-4 in the figure relate to a group GOP 
while frames 5-9 are associated with groups GOP. Frame 
5 is the I-frame starting the group GOP frames 1,3,4,6,7 
and 9 are B-frames and frames 2 and 8 are P-frames. The 
arrows going into each frame represent the frames from 
which motion field is computed for each P- and B-frame, e.g. 
frame 6 integrates data from frames 5 and 8. The figure 
exemplifies that mutual motion information between frame 5 
and the other frames exists only for frames 2-8, thus those are 
the frames that can be used for SR without applying any 
additional processing. 
0108. When integration of more than one GOP into the SR 
process is desired (e.g. when the Sub-sequence of video 
frames includes more than one GOP), for every new I-frame, 
the translations (e.g. motion vectors) with regards to the ref 
erence I-frame, which are not included in the compressed 
Video sequence, are computed. These motion vectors may be 
computed by using one of the known search algorithms. 
0109 Turning back to FIG. 2A, in step 214, each frame of 
the sequence, and the motion vectors associated therewith, 
are processed against the reference frame and a map of the 
displacement of the frame's pixels with respect to the refer 
ence frame is computed with Sub pixel accuracy. This pro 
cessing is performed for one or more frames of the sequence 
and a collection of displacement maps each associated with 
different frame are used in the SR enhancement of the refer 
ence frame as described below. It should be understood that 
the reference frame SR enhancement procedure might be 
carried out incrementally, such that each frame (i.e. each 
representation of the VO(s) presented in the reference frame) 
is used to improve, incrementally, the SR enhancement of the 
reference frame. 

0110 Generally, it is known in the art to map regions/ 
pixels of a first frame to corresponding locations on a second 
frame by using search algorithms such as Logarithmic 
Search, Hierarchical Search, Cross Search, Asymmetrical 
Cross Multi Hexagon-grid (AMHexagonS) and Enhanced 
Predictive Zonal Search (EPZS) 3, 10, 11. These search 
algorithms, typically, produce heavy computational load and 
are not adequately Suited for use during real-time decoding 
and SR processing of a video sequence. However, using a 
Video sequence encoded utilizing motion compensated com 
pression technique. Such as MPEG, similar mappings 
(searching) processes have already being made during the 
encoding stage of the video sequence and its results are stored 
in the encoded data in the form of motion-vectors associating 
macro-blocks of one frame with locations in another frame. 
Thus, according to the present invention, these motion vec 
tors are used in order to produce displacement maps repre 
senting the displacement of pixels between two frames of the 
sequence. This minimizes the amount of processing that is 
required and facilitates real-time performance of the SR 
image reconstruction. The pixel displacement map is then 
analyzed, in step 216, and segmented to separate and distin 
guish between the pixels of distinct VOs of the scene. Typi 
cally, separating the pixels of real moving objects (fore 
ground) from those which belong to the background of the 
scene (e.g. background-foreground separation) and which are 
displaced solely due to the atmosphere turbulence or global 
camera movements is sufficient for reconstructing SR images 
of the scene. 
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0111. According to some embodiments of the present 
invention, the features of the MPEG-4Visual coding standard 
are used for an efficient segmentation of the video frames into 
distinct VOs. Generally, MPEG-4 Visual represents a video 
sequence as a collection of one or more VOS encoded as 
flexible entities that may be separately manipulated. For 
example, a video scene may include a background related VO 
and a number of separate foreground related VOs. This 
approach is much more flexible than the fixed, rectangular 
frame structure of earlier standards. The separate objects may 
be exploited for both efficient background separation and for 
separate SR processing of each VO. 
0112 Alternatively or additionally, an efficient extraction 
of global motion between frames of the video sequence might 
beachieved, when the compressed video sequence is encoded 
with Global Motion Compensation (GMC). GMC is gener 
ally known and need not to be described in details, expect to 
note the following: GMC enables to encode a small number of 
motion (warping) parameters that describe a default global 
motion (e.g. macro-blocks within the same VO which expe 
rience similar motion). Thus, GMC may provide for 
improved motion analysis and real motion extraction thereby 
enabling an efficient background-foreground separation. 
0113. The displacement maps thus obtained and the object 
discrimination (e.g. background-foreground separation) pro 
cess enable to utilize the reference frame and to reconstruct 
therefrom an SR image. In step 218, the reference frame is 
up-sampled (e.g. via known interpolation methods) to match 
the sub-pixel accuracy of the displacement maps. Then, in 
step 220, the pixels of the up-sampled reference frame are 
updated/computed based on the displacement maps and the 
values of pixels in the video frames corresponding therewith. 
For example, pixels of each frame are placed in the reference 
frame, according to their locations determined by the corre 
sponding displacement map. Therefore, each pixel in the 
up-sampled reference frame may be associated with multiple 
pixels of one or more frames of the sequence. 
0114. The values of such multiple pixels are then averaged 
for example by computing median of those pixels in order to 
avoid influence of outliers that may appear due to possible 
anomalous errors in the displacement maps. 
0.115. As a result of the pixel elastic registration procedure 
described above, the reference frame, stabilized and 
enhanced in its resolution, is obtained in step 222. The 
enhanced reference frame, in positions where substitutions 
from other frames of the sequence occur, contains accumu 
lated pixels of these frames and, in positions where no Sub 
stitutions occur, contains interpolated pixels of the reference 
frame. 
0116. Substituted pixels introduce to the output frame 
high frequencies outside the base-band defined by the origi 
nal sampling rate of the input frames. Those frequencies were 
lost in the input frames due to the sampling aliasing effects. 
Interpolated pixels that were not substituted do not contain 
frequencies outside the base-band. Optionally, in order to 
finalize the process and take full advantage of the Super 
resolution provided by the substituted pixels additional pro 
cessing, Such as iterative re-interpolation algorithm 6, 7, 
may be used in step 224. 
0117 The output-frame, stabilized and resolution-en 
hanced image obtained according to the SR process described 
above may be subjected to additional processing (step 226) 
Such as Sub-Sampling to the sampling rate determined by 
selected enhanced bandwidth and additional corrective pro 
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cessing aimed at camera aperture correction, denoising and 
reducing blocking (de-blocking) and ringing effects (de-ring 
ing). 
0118 Reference is made to FIG. 2C showing schemati 
cally, in the form of a flow diagram 250, the main steps of SR 
Video sequence reconstruction method. 
0119. In this example, an input sequence of video frames 
and an enhanced SR reference frame associated therewith are 
provided and a corresponding SR sequence of video frames is 
produced therefrom. The enhanced reference frame, the cor 
responding displacement map and the foreground-back 
ground separation data might be obtained similarly as dis 
closed in connection to FIG. 2A above. 
0120. It should be noted that steps 228 to 240 detailed 
below occur for each frame of the sequence that should be SR 
enhanced. In the first step 228, a frame, to be enhanced is 
obtained from the video sequence. For clarity the frame is 
treated, in the description below, as if it is in its “uncom 
pressed form, e.g. a bitmap. However, it should be under 
stood that in the general case the frame might be similarly 
processed, while represented in its compressed (intra-coded 
or inter-coded) form. 
0121. In the next step 230, the processed frame is up 
sampled according to the sampling resolution of the enhanced 
reference frame. Alternatively, the frame and the enhanced 
reference frame might both be re-sampled to the required 
output resolution. Then, in step 232, the motion vectors of the 
compressed video sequence which associate pixels of the 
reference frame with the location on the processed frame are 
obtained, or alternatively the corresponding pixel displace 
ment maps such as those obtained in step 214 above are used 
to register (in step 234) pixels of the SR enhanced reference 
frame into the processed frame which was correspondingly 
up-sampled in step 230. 
0122 Similarly to the reference frame obtained in step 222 
of FIG. 2A above, the processed frame obtained at this stage 
(step 236) contains some pixels which where interpolated 
during the up-sampling stage and contains other pixels reg 
istered by the reference frame which include higher fre 
quency data. The optional finalizing processing steps 238 and 
240 are similar to steps 224 and 226 described above with 
reference to FIG. 2A. 
0123. The processing of additional frames of the sequence 
may continue from step 228 until no additional frames asso 
ciated with the particular input SR reference frame are found. 
0.124 Turning now to FIG. 3, there is illustrated in the 
form of a block diagram a system for Super-resolution recon 
struction of an image or video frame sequence. The system 
comprises a processing utility 320 and a storage utility 310 
adapted for storing therein compressed and uncompressed 
Video sequences, and for storing additional (transient) data 
that may be required/produced in the SR image/video recon 
struction process. The processing utility 320 includes several 
modules 321-325 which are configured and operable for car 
rying out the SR Video frame(s) reconstruction process 
according to the methods of the present invention. 
(0.125. The Frame Decoder Module 321 is adapted for 
decoding video frames from the compressed video sequence. 
AS was mentioned above, compressed frames might be inter 
or intra-coded frames and thus the Frame Decoder Module 
321 is capable of decoding both types of coded frames. 
According to Some embodiments of the process, a com 
pressed sequence of video frames, that is to be reconstructed 
with Super-resolution enhancement, is first decoded (e.g. 
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uncompressed) and then an SR process, according to the 
present invention, operates one both compressed and uncom 
pressed video data by utilizing the compressed video data to 
provides the motion vectors correlating the locations of dif 
ferent regions (e.g. Macro-Blocks) in between different 
frames (e.g. in their uncompressed representation) thereby 
facilitating the rest of the SR process to operate on the uncom 
pressed data. Alternatively, according to other embodiments, 
an initial decoding of the some frames of the video sequence 
is not required. For example, at first only the frame used as a 
reference frame for a particular Sub-sequence is decoded. 
Then SR processing of this reference frame might utilize the 
compressed data (e.g. motion vectors and residual data) for 
SR enhancing the reference frame with similar methods as 
described above with reference to FIG. 2A. 
0.126 The techniques described in FIG. 2C for utilizing 
the SR enhanced reference frames for SR enhancement of 
other frames of the video sequence may operate directly on 
the compressed frames of the sequence (e.g. by re-sampling 
residual data appearing in these compressed frame and recal 
culating/rescaling the motion vectors/pixels displacement 
maps to refer to the enhanced reference frame instead of the 
original frame). Such a process will actually utilize the 
encoded frame of the video sequence to generate there from 
encoded SR-enhanced frames directly without an initial 
decoding of the frames. Accordingly the Frame Decoder 
Module 321 might operate to decode such frames directly to 
their SR enhanced version. 

I0127. The Pixel Displacement Analysis Module 322 is 
adapted to utilize and process motion vectors of the com 
pressed video sequence and the video sequence itself (in 
either compressed or uncompressed from) and to generate 
therefrom Pixel Displacement Maps, each associating, e.g. 
with Sub-pixel accuracy, pixels of one or more frames of the 
sequence with locations in another frame (e.g. in a reference 
frame). The Pixel Displacement Maps thereby produced 
facilitate for the motion analysis and video object separation 
carried out by the Module 324 and for the pixel registration 
carried out by the Module 325. According to the present 
invention, the pixel displacement maps are created based on 
the motion of macro-blocks in between frames which is 
encoded within the compressed video via motion vectors. 
0128. In known motion compensated compression stan 
dards, motion vectors have sub-pixel accuracy downto 4" of 
a pixel. However, these motion vectors may be further pro 
cessed together with their respective frames to provide for 
pixel displacement maps having finer pixel motion accuracy 
(e.g. "/8" of a pixel) higher than that provided by the motion 
vectors of the compressed video sequence. Additionally, it 
should be noted that some of the pixels of an inter-coded 
frame (e.g. coded with motion vectors being references to 
macro-blocks of another frame) may not be associated, via 
motion vectors, with the pixels in another frame. This is 
mainly due to the differences between the frames and also due 
to size of the macro-blocks which contains Substantial num 
ber of pixels (e.g. 16x16). Thus, some of these pixels might be 
mapped, e.g. using the various searching algorithms 
described above, to thereby obtain a complete pixel displace 
ment map. 
I0129. The re-sampling module 323 of the processing unit 
is adapted for re-sampling an image of a given resolution to a 
higher (up-sampling) or lower (down-sampling) resolutions 
as required. This module utilizes know techniques, typically 
interpolation techniques such as discrete sinc-interpolation to 
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resample an image. According to the SR process of the 
present invention pixel displacement maps of Subpixels accu 
racy are computed to correlate the pixels of one frame with 
sub pixel resolution location within another frame. This is 
aimed at registering these pixels within Sub-pixels locations 
at said another frame to thereby introduce, into said another 
frame, data of special frequency higher that the special fre 
quency at which it was rendered (encoded) in the first place. 
Thus, registering into said other frames data of finer (e.g. 
Sub-pixel) resolution is achieve by the re-sampling (up-Sam 
pling) of the frame to match the accuracy of the pixel dis 
placement maps used. For example, if the Sub-pixel accuracy 
of the displacement maps is a /4 of pixels along each direction 
then the target frame of the pixel registration should be up 
sampled to include 4 times the number of pixels in each 
direction. 
0130. The re-sampling module 323 is also used, according 
to Some embodiments of the invention, for up/down sampling 
of an enhanced image into the output resolution required. 
0131 The pixels displacement maps obtained above 
enable to utilize the video sequence and to render video 
frames or portions thereof (e.g. specific video objects such as 
the background of the scene or other objects moving within 
the scene) with Super resolution properties (including higher 
frequency data of the rendered object). This may be achieved 
by the separation and association of the video sequence data 
with the different objects appearing therein. 
0132) The Motion analysis & Video-Objects separation 
module 324 provides such separation and association of the 
video data with different moving object by utilizing the pixels 
displacement maps to analyze the motions of different objects 
within the scene. This enables to separate the pixels appearing 
in each frame of the video sequence to several groups of 
pixels each associated with a corresponding video object. 
Accordingly, after Such separation is made, each video object 
recognized is associated with typically more then one Such 
groups of pixels (each from a different frame) and with the 
corresponding portions of the Sub-pixel accuracy pixel dis 
placement maps which can be utilize for registration of the 
video objects pixels (as described above) by the Pixel Regis 
tration module 325. Thereby an SR reconstruction of the 
video object may be achieved. 
0133. The Motion analysis & Video-Objects separation 
module 324 might utilize any of the techniques suitable for 
motion analysis, for example optical-flow. The motion 
induced differences between successive video frames may be 
divided into two different types of motions. The first is the 
Global (e.g. camera movement) between the frames of the 
scene including for example Zoom, pan, tilt etc and the second 
is the “real' motion of different objects within the scene. 
0134. According to some embodiment these motions are 
analyzed by the Module 324 from the pixel displacement 
maps which are segmented to separate pixels of the “real” 
moving objects from those that belong to the background. 
Alternatively, as described above, according to some video 
coding standards, such as the MPEG-4 visual, the encoded 
(compressed) sequence include data indicative of different 
VOS present in the video stream. In this case, the separation 
and division of the video data into separate objects have 
already taken place during, or prior to, the encoding of the 
Video sequence. Having Such feature existing in the encoded 
Video sequence might facilitate efficient separation and asso 
ciation of the video data and the pixel displacement maps into 
different VOS. 
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I0135) In cases when the main VO that is processed and SR 
reconstructed is the background portion of the scene, only 
Foreground-Background analysis/separation is required. In 
this case, Global Motion Extraction techniques may be used 
or alternatively if the compressed video sequence already 
includes Global Motion Compensation (GMC) data, this data 
may provide for the efficient separation of foreground/back 
ground. 
0.136 Pixel Registration module 325 is configured and 
operable for producing an SR enhanced representation of one 
or more video objects appearing in the video sequence. AVO, 
in this case, may include an up-sampled reference frame 
presenting the background of the scene or alternatively or 
additionally the up-sampled representations of the fore 
ground objects of the scene separated from the video 
sequence as described above. In the pixel registration proce 
dure of a video object, carried out by thus module 325, one of 
the up-sampled representation of the video objects (e.g. as 
represented in one of the frames of the video sequence) is 
taken as a reference representation (for example an 
up-sampled I-frame might be taken as a reference represen 
tation for the background VO). The pixels appearing in the 
remaining representation of the video object are registered, in 
accordance with the corresponding portion of the pixels dis 
placement maps, and accumulate in their respective location 
within the reference representation of the VO. In order to 
obtain enhanced SR representation of the VO, the pixel value 
of each location within the reference representation, is calcu 
lated by taking an "average” (e.g. median, average and so 
forth) of the pixels (of the different representations of VO) 
that were accumulated there. 

0.137 Additional modules, which may be used to finalize 
the processing of the SR enhanced frames, may include re 
interpolation module 326 which is operated to process the 
enhance SR representations of the VO to introduce high fre 
quency modes appearing in regions in which pixels from 
several representations of the VO where introduced into the 
regions of the enhanced SR representation. 
0.138. Other modules, also not shown, may include camera 
aperture correction module, de-noising, de-ringing, 
de-blocking and other common modules used in the decoding 
of a motion compensated encoded videos. The MPEG-4 
Visual describes a deblocking filter and a deringing filter as 
optional and thus both filters are designed to be placed at the 
output of the decoder. Thus, in the decoding stage the unfil 
tered decoded frames are used as the reference for motion 
compensated reconstruction of further frames. This may 
enable an integration of the SR techniques of the present 
invention with the decoding process of video sequences com 
pressed according to this standard. 
(0.139. It should be understood the system shown in FIG.3 
may also be used for carrying out the method shown in FIG. 
2C, namely utilizing the enhanced SR reference representa 
tion in order to SR enhance the remaining representations of 
the VO. 

(O140 FIGS. 4A-4D and 5A-5D show the results of using 
the present invention in Super resolution processing of video 
sequences encoded utilizing the MPEG-4 compression stan 
dard. 
0141 FIGS. 4A-4D depicts the super-resolution process, 
through MPEG-4, applied on a real-life video sequence con 
taining translations due to global motion between the frames. 
The sequence was acquired with 320x240 pixels webcam. 
FIG. 4a presents the first frame extracted from the sequence 
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interpolated (re-sampled) to twice, on each axis, of its origi 
nal size. FIG. 4b is an SR enhanced image obtained by pro 
cessing, according to the techniques of present invention, 50 
frames of the video sequence. The translation of each frame 
with regards to the first frame, which is the first I-frame of the 
Video sequence, was computed using the MPEG-4 diamond 
search with quarter pixel accuracy. FIGS. 4c and 4d present 
fragments extracted from FIGS. 4a and 4b respectively. The 
left-hand side parts of FIGS. 5c and 5d are interpolated and 
the right-hand parts are the corresponding SR fragments. 
0142 FIGS. 5a-5d presents the results of an SR enhance 
ment process of a video frame sequence containing transla 
tions between the frames caused by turbulent pixel motion. A 
super-resolved frame computed using 150 frames of a turbu 
lent degraded sequence is presented in FIG. 5a. FIG. 5b 
depicts the absolute difference of the super-resolved image 
and the reference frame interpolated to four times of its origi 
nal size. As shown in this figure, most of the difference's 
energy is located in the vicinity of edges. 
0143 FIG. 5c shows, on its right-hand side, a fragment 
extracted from the interpolated reference frame. On the left 
hand side of this figure, a corresponding fragment extracted 
from a super-resolved reference frame is shown. It can be 
seen from the figure that the SR fragment contains finer 
details of the scene then the interpolated one. The spatial 
frequency distributions, (spectra) corresponding to the inter 
polated and the super-resolved fragments shown in FIG. 5c, 
are shown respectively on the right and left hand sides of FIG. 
5d. It can be seen from the spectra distributions that the 
Super-resolution fragment includes high frequency data 
which is not included in the interpolated fragment. 
0144. Thus, the present invention provides a simple solu 
tion for SR enhancement of images obtained from a video 
sequence. This solution is also time- and power-effective as 
compared to known techniques of the kind specified. Those 
skilled in the art will readily appreciate that various modifi 
cations and changes can be applied to the embodiments as 
hereinbefore described without departing from its scope 
defined in and by the appended claims. 

1. A method for real time Super-Resolution image recon 
struction, the method comprising: 

processing data indicative of a video frame sequence com 
pressed by motion compensated compression technique, 
and obtaining representations of one or more video 
objects (VOS) appearing in one or more frames of said 
Video frame sequence; 

utilizing at least one of said representations as a reference 
representation and obtaining, from said data indicative 
of the video frame sequence, motion vectors associating 
said representations with said at least one reference rep 
resentation; 

processing said representations and said motion vectors 
and generating pixel displacement maps each associat 
ing at least Some pixels of one of said representations 
with locations on said at least one reference representa 
tion, at least one of said displacement maps having a Sub 
pixel accuracy; 

re-sampling said reference representation according to the 
Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 

registering pixels of said representations against the re 
sampled reference representation according to said dis 
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placement maps thereby providing Super-resolved 
image of the reference representation of said one or 
more VOS. 

2. The method of claim 1 wherein said motion compen 
sated compression technique includes at least one of MPEG-4 
and ITU-H.264 coding standards. 

3. The method of claim 2 wherein said compressed video 
frame sequence includes at least one GOP 

4. The method of claim 1 wherein said one or more VOs 
include a background VO. 

5. The method of claim 4 wherein said compressed video 
sequence comprises Global Motion Compensation (GMC) 
data indicative of global motion between the frames, and 
wherein the representations of said background VO is 
obtained from the video sequence by a background-fore 
ground separation technique based on said GMC data. 

6. The method of claim 4 wherein said reference represen 
tation is a reference frame obtained from said video frame 
Sequence. 

7. The method of claim 6 wherein said reference frame is 
obtained from said video frame sequence by processing one 
or more frames of the sequence. 

8. The method of claim 1 wherein said processing of said 
data indicative of a video frame sequence includes obtaining 
therefrom motion vectors associating pixels of one frame 
with locations in another frame and utilizing said motion 
vectors to analyze the motion between the frames and to 
facilitate separation of the video sequence data into separate 
VOS and their corresponding representations. 

9. The method of claim 1, wherein said processing of said 
data indicative of the compressed video frame sequence 
includes obtaining one or more VOS from said data. 

10. The method of claim 9, wherein the video sequence is 
compressed by MPEG-4 visual compression standard. 

11. The method of claim 6 wherein said reference frame is 
obtained from said video frame sequence by identifying 
therein a frame suitable for use as a reference frame. 

12. The method of claim 11 wherein said reference frame is 
an intra coded frame. 

13. The method of claim 1 wherein the sub-pixel accuracy 
of said pixel displacement maps is determined by the Sub 
pixel accuracy of the corresponding motion vectors used for 
generating said displacement maps. 

14. The method of claim 13 wherein at least one of said 
pixel displacement maps is processed with its corresponding 
representation of said one or more VOs and the reference 
representation to provide a respective displacement map hav 
ing finer Sub-pixel resolution. 

15. The method of claim 1 wherein said re-sampling of said 
reference representation is performed in accordance with the 
Sub-pixel accuracy of said displacement maps. 

16. The method of claim 1 wherein said re-sampling of said 
reference representation is performed in accordance with the 
desired resolution enhancement of said Super resolution 
reconstruction process. 

17. The method of claim 1 wherein said super-resolved 
image of the reference representation is further processed by 
iterative re-interpolation methods. 

18. A method for real time Super-Resolution image recon 
struction, the method comprising: 

processing data indicative of a video frame sequence com 
pressed by MPEG-4 compression standard, and obtain 
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ing representations of one or more video objects (VOs) 
appearing in one or more frames of said video frame 
Sequence; 

utilizing at least one of said representations as a reference 
representation and obtaining, from said data indicative 
of the video frame sequence, motion vectors associating 
said representations with said at least one reference rep 
resentation; 

processing said representations and said motion vectors 
and generating pixel displacement maps each associat 
ing at least Some pixels of one of said representations 
with locations on said at least one reference representa 
tion, at least one of said displacement maps having a Sub 
pixel accuracy; 

re-sampling said reference representation according to the 
Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 

registering pixels of said representations against the re 
sampled reference representation according to said dis 
placement maps thereby providing Super-resolved 
image of the reference representation of said one or 
more VOS. 

19. A method for use in obtaining real time Super-Resolu 
tion enhanced video, the method comprising: 

processing data indicative of a video frame sequence com 
pressed by motion compensated compression technique, 
and obtaining representations of one or more video 
objects (VOS) appearing in one or more frames of said 
Video frame sequence; 

utilizing at least one of said representations as a reference 
representation and obtaining, from said data indicative 
of the video frame sequence, motion vectors associating 
said representations with said at least one reference rep 
resentation; 

processing said representations and said motion vectors 
and generating pixel displacement maps each associat 
ing at least Some pixels of one of said representations 
with locations on said at least one reference representa 
tion, at least one of said displacement maps having a Sub 
pixel accuracy; 

re-sampling said reference representation according to the 
Sub-pixel accuracy of said displacement maps, and 
obtaining a re-sampled reference representation, and 

registering pixels of said representations against the re 
sampled reference representation according to said dis 
placement maps thereby providing Super-resolved 
image of the reference representation of said one or 
more VOs: 

for each one of said representations, re-sampling the rep 
resentation according to resolution of the Super-resolved 
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referenced representation; utilizing said pixel displace 
ment map to register pixels of said Super-resolved refer 
ence representation within the respective one of said 
representations; thereby obtaining a Super-resolved 
video. 

20. A system for use in real time Super-Resolution image 
reconstruction, the system comprising a processing utility 
configured and operable for processing data indicative of a 
Video frame sequence compressed by motion compensated 
compression technique, said processing utility comprising: 

a video-objects separation module adapted to process said 
video frame sequence and to obtain therefrom represen 
tations of one or more video objects (VOS) appearing in 
one or more frames of said video frame sequence; 

a pixel displacement analysis module adapted to process 
motion vectors of said compressed video sequence and 
to generate pixel displacement maps of Sub pixel accu 
racy associating pixels of one or more representations of 
a VO with locations in another representation of said 
VO: 

a re-sampling module adapted to utilize a representation of 
a VO having a first pixel resolution and to generate 
therefrom a re-sampled representation of said VO hav 
ing a second different pixel resolution and; 

a pixel registration module adapted to provide SR enhance 
ment of a re-sampled representation of a VO by utilizing 
pixel displacement maps, generated by said pixel dis 
placement analysis module, to register pixels of one or 
more representations of said VO within said re-sampled 
representation. 

21. The system of claim 20, wherein the video-objects 
separation module operates to process said video frame 
sequence by utilizing the pixel displacement maps generated 
by said pixel displacement analysis module. 

22. The system of claim 20, wherein said compressed video 
sequence includes GMC data, the video-objects separation 
module operating to process said video frame sequence by 
utilizing said GMC data. 

23. The system of claim 20, wherein said compressed video 
sequence includes VO data, the video-objects separation 
module operating to process said video frame sequence by 
utilizing said VO data. 

24. The system of claim 23, wherein said video sequence is 
compressed utilizing MPEG-4 visual. 

25. The system of claim 20, further comprising re-interpo 
lation processing module adapted for processing SR repre 
sentations of a VO to introduce high frequency modes. 
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