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ABSTRACT 
It has been shown that one can make use of local instabilities in turbulent video frames to enhance image resolution 
beyond the limit defined by the image sampling rate. This paper outlines a real-time solution for the implementation of 
super-resolution algorithm on MPEG-4 platforms. The MPEG-4 video compression standard offer, in real-time, several 
features, such as motion extraction with quarter pixel accuracy, scene segmentation to video object planes, global motion 
compensation and de-blocking and de-ringing filters, which can be incorporated into the super-resolution process to 
produce enhanced visual output. Experimental verification on real-life videos is also provided.  
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1. INTRODUCTION 
In long distance observation systems, images and video are frequently damaged by atmospheric turbulence, which 
causes spatially and temporally chaotic fluctuations in the index of refraction of the atmosphere [1] and results in 
chaotic, spatial and temporal geometrical distortions of neighborhoods of all pixels. This geometrical instability of 
image frames heavily worsens the quality of videos and hampers their visual analysis. To make visual analysis possible, 
it is required first of all to stabilize images of stable scenes while preserving real motion of moving objects that might be 
present in the scene. Methods of generating stabilized videos from turbulent videos, including real time ones, were 
reported in Refs.[2,3,4,5]. In [6], the idea was advanced of making a profit from atmosphere turbulence-induced image 
geometrical spatial/temporal degradations to compensate image sampling artifacts and generate stabilized images of the 
stable scene with higher resolution than that defined by the camera sampling grid. 
 
Recovering the high-frequency information is possible as multiple low-resolution (LR) observations may provide 
additional information about the high-frequency data. This information is introduced through sub-pixel displacements in 
the sampling grid, which enables the recovery of resolution. To this end, it is required that the LR observations contain 
different but related views of the scene. Super-resolution principles are detailed in the works of S. Srinivasan  and R. 
Chellappa [7], Galatsanos, Wernick and Katsaggelos [8], R.R. Schultz [9] and T. J. Schultz [10]. Several researchers 
treat the problem of high resolution image recovery by designing an efficient multi-frame filtering algorithms, that 
account for both intra-frame (spatial) and inter-frame (temporal) correlations, for restoring image sequences that are 
degraded both by blur and noise [11, 12]. Others have formulated solutions to global motion problems, usually from an 
application perspective [13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. With that, all of the above methods take solely the raw 
sequences' frames as input, without taking into consideration the presence of moving objects and super-resolution is 
achieved through computational complex algorithms.  
 
Nowadays most digital footage data is transmitted and stored using the International Telecommunication Union (ITU) 
and Moving Picture Experts Group (MPEG) coding standards [23,24]. Super-resolution techniques that have been 
designed for raw, uncompressed, video may not be effective when applied to compressed video because they do not 
incorporate the compression process into their models. This has raised the need for super-resolution techniques which 
utilize the standards' various features [25,26,27,28]. However, the suggested methods do not comply with real-time 
constrains. A real-time super-resolution method, over video encoder hardware, was presented in [29]. Yet, the suggested 
method utilized proprietary compression standard and exploited only the sequence's motion field. Using a common 
compression standard, such as ITU H.264 or MPEG-4 presents several benefits, such as real-time compatibility and 
broad availability of software and hardware implementations. 
This paper describes a practical super-resolution scheme which utilizes MPEG-4 features for producing, in real-time, 
good quality higher-resolution videos from low-resolution turbulent degraded video streams with discrimination of 
turbulent from real motion which is caused by moving objects or global camera translations.  
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2. ALGORITHM DESCRIPTION 
The core of the suggested SR method is elastic registration, with sub-pixel accuracy, of available video frames of stable 
scenes followed by resampling of the frames according to the registration results. The first step of the processing of each 
current frame is updating a reference frame used for elastic registration. The next step is computing, with sub-pixel 
accuracy, a map of pixel displacements in the current frame with respect to the reference frame. The pixel displacement 
map is then analyzed and segmented to separate pixels of the real moving objects from those that belong to the stable 
scene and are displaced solely due to the atmosphere turbulence or global camera movements.   
 
The displacement map found for pixels of the stable scene serves, at the next processing step, for placing pixels of each 
current frame, according to their positions determined by the displacement map, into the reference frame, which is 
correspondingly up-sampled to match the sub-pixel accuracy of the displacement map. For up-sampling, different image 
interpolation methods can be used. Among them, discrete sinc-interpolation is the most appropriate as the one with the 
least interpolation error [30].  As a result, output stabilized and enhanced in its resolution frame is accumulated. In this 
accumulation process it may happen that several pixels of different frames are to be placed in the same position in the 
output enhanced frame. In order to make best use of all of them, these pixels must be averaged. For this averaging, we 
suggest, computing median of those pixels in order to avoid influence of outliers that may appear due to possible 
anomalous errors in the displacement map.  
 
After all available input frames are used in this way, the enhanced and up-sampled output frame contains, in positions 
where there were substitutions from input frames, accumulated pixels of the input frames and, in positions where there 
were no substitutions, interpolated pixels of the reference frame. Substituted pixels introduce to the output frame high 
frequencies outside the base-band defined by the original sampling rate of the input frames. Those frequencies were lost 
in the input frames due to the sampling aliasing effects. Interpolated pixels that were not substituted do not contain 
frequencies outside the base-band. In order to finalize the processing and take full advantage of the super-resolution 
provided by the substituted pixels, an iterative re-interpolation algorithm was used [31, 32]. Once iterations are stopped, 
the output-stabilized and resolution-enhanced image obtained in the previous step is sub-sampled to the sampling rate 
determined by selected enhanced bandwidth and then subjected to additional processing aimed at camera aperture 
correction, denoising and reducing blocking (de-blocking) and ringing effects (de-ringing). 

3. SUPER RESOLUTION WITHIN THE MPEG-4 FRAMEWORK 
A digital image sequence coded at a low bit rate using a motion-compensated video compression standard should 
contain little data redundancy. However, the success of a particular super-resolution enhancement algorithm is 
predicated on sub-pixel-resolution overlap (i.e., redundancy) of moving objects from frame-to frame. If an MPEG bit 
stream is coded at a relatively high bit rate (e.g., a compression ratio of 15:1), enough data redundancy exists within the 
bit stream to successfully perform super-resolution enhancement within the decoder.  

3.1. MPEG Picture Types 
MPEG-encoded image sequences are divided into groups of pictures (GOPs) composed of primarily three different 
frame types: intra-coded frames (I-pictures), predictive-coded frames (P-pictures), and bi-directionally predictive-coded 
frames (B-pictures). I-pictures are coded independently without reference to other pictures, using block-DCT (discrete 
cosine transform) compression [33]. P-pictures obtain predictions from temporally preceding I- or P-pictures, while B-
pictures are predicted from the nearest preceding and/or upcoming I- or P-pictures.  
 
In the video observation model, the I-picture which begins a particular GOP is the reference frame. The SR algorithm 
requires motion vectors between the reference frame and all other frames. Therefore, only the neighboring frames up to 
and including the first P-picture in the current GOP and the frames down to and excluding the last P-picture in the 
previous GOP are integrable with the I-picture.  
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3.2. Computing the Reference Frame  
In the super-resolution under turbulence conditions, the reference image is an estimate of the stable scene. Such an 
image has to be obtained from the input sequence itself [34,35]. In order to achieve optimal results, the reference image 
should have the following properties: 

 The reference image should contain only the static background with no moving objects in it. 

 It should contain no turbulent induced geometric distortion and global camera movement.  

In order to generate a reference image, one has to, for each time window, (i) take the current frame as the reference; (ii) 
compute motion vectors for each frame in the time window with respect to this reference frame; (iii) find pixel-wise 
means for motion vectors; (iv) resample pixels of each frame to the positions defined be the means; this will generate a 
stabilized sequence. This process presents high computational load, and therefore an approximate solution is suggested.  
 
The suggested solution takes the first I-frame since the following frames have predictions which are directly connected 
to macro-blocks within the I-picture. Integration of more than one GOP into the SR process is desired, therefore, for 
every new I-frame the translations with regards to the reference I-frame have to be computed.  

3.3. Motion analysis  
Estimating accurate sub-pixel-resolution motion vectors is a critically important component in super-resolution 
enhancement algorithms. The goal is to compute the motion fields as quickly and as accurately as possible, so that 
super-resolution enhancement becomes practical desktop computing application.  
 
The mapping of one such unstable image to a stable one can be obtained by registering a spatial neighborhood 
surrounding each pixel in the image in the reference image. In its simplest form, it is sufficient to find, for each pixel, 
the translations along the x and y axes. It has been suggested that such a registration can be implemented using optical 
flow methods [36,37] or correlation methods [38].  This paper suggests using motion vector data available in MPEG 
encoded videos.  
 
MPEG Motion estimation techniques aims to find a ‘match’ to the current block or region that minimizes the energy in 
the motion compensated residual (the difference between the current block and the reference area). This usually 
involves evaluating the residual energy at a number of different offsets. The choice of measure for ‘energy’ affects 
computational complexity and the accuracy of the motion estimation process. Eq. (1), eq. (2) and eq. (3) describe three 
energy measures, Mean Squared Error (MSE), Mean Absolute Error (MAE) and Sum of Absolute Error (SAE), where 
the block size is NxN, C and R are the current and reference frames respectively and Ω is the corresponding sampled 
areas. SAE is probably the most widely-used measure of residual energy for reasons of computational simplicity. 
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Many fast search algorithms have been proposed, such as Logarithmic Search, Hierarchical Search, Cross Search, 
Unsymmetrical Cross Multi Hexagon-grid (UMHexagonS) and Enhanced Predictive Zonal Search (EPZS) [23, 39, 40]. 
In each case, the performance of the algorithm can be evaluated by comparison with Full Search. Suitable comparison 
criteria are compression performance and computational performance. Other criteria may be helpful; for example, some 
‘fast’ algorithms such as Hierarchical Search are better-suited to hardware implementation than others. 
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3.3.1. Sub-pixel Resolution Motion Estimation  
As described in Sect.  2 the super-resolution process requires fractional translations rather than just integer values. The 
MPEG-4 standard defines half-pixel vectors in MPEG-4 Simple Profile and quarter-pixel vectors in Advanced Simple 
profile and H.264. Sub-pixel motion estimation requires the encoder to interpolate between integer sample positions in 
the reference frame. Interpolation is computationally intensive. Calculating sub-pixel samples for the entire search 
window is not usually necessary. Instead, it is sufficient to find the best integer-pixel match (using one of the fast search 
algorithms discussed above) and then to search interpolated positions adjacent to this position. In the case of quarter-
pixel motion estimation, first the best integer match is found; then the best half-pixel position match in the immediate 
neighborhood is calculated; finally the best quarter-pixel match around this half-pixel position is found. 

3.3.2. Real Motion Extraction 
The pixel displacement map is analyzed and segmented to separate pixels of the real moving objects from those that 
belong to the stable scene and are displaced solely due to the atmosphere turbulence. One of the key contributions of 
MPEG-4Visual is a move away from the ‘traditional’ view of a video sequence as being merely a collection of 
rectangular frames of video. Instead, MPEG-4 Visual treats a video sequence as a collection of one or more video 
objects (VO). MPEG-4 Visual defines a video object as a flexible ‘entity that a user is allowed to access (seek, browse) 
and manipulate (cut and paste) [41].An instance of a VO at a particular point in time is a video object plane (VOP). A 
video scene may be made up of a background object and a number of separate foreground objects. This approach is 
potentially much more flexible than the fixed, rectangular frame structure of earlier standards. The separate objects may 
be exploited for efficient background separation. One drawback, however, is the fact that the MPEG-4 standard was 
designed for natural videos, therefore the presence of turbulent motion might lead to a significant number of errors in 
the process of segmenting the scene into VO's. To this end, the absolute difference from the reference as well as 
statistical analysis of displacement magnitudes and angles [2,3] are used for segmenting pixels of the real moving 
objects from those that belong to the stable scene and are displaced solely due to the atmosphere turbulence.  

3.3.3. Global Motion Extraction 
Macro blocks within the same video object may experience similar motion. For example, camera pan will produce 
apparent linear movement of the entire scene, camera zoom or rotation will produce a more complex apparent motion 
and macro blocks within a large object may all move in the same direction. Global Motion Compensation (GMC) 
enables an encoder to transmit a small number of motion (warping) parameters that describe a default ‘global’ motion. 
Additionally, the GMC can provide improved motion analysis and real motion extraction.  

3.4. Generation of super-resolved stable frames 
Once the data accumulation and interpolation stages are done, the output-stabilized and resolution-enhanced image 
obtained might be subjected to additional processing aimed at camera aperture correction, denoising and reducing 
blocking (de-blocking) and ringing effects (de-ringing). Many such filters designs have been proposed and 
implemented, ranging from relatively simple algorithms to iterative algorithms that are many times more complex than 
the encoding and decoding algorithms themselves [42, 43, 44, 45]. The goal of a de-blocking or de-ringing filter is to 
minimize the effect of blocking or ringing distortion whilst preserving important features of the image. MPEG-4 Visual 
describes a deblocking filter and a deringing filter: these are ‘informative’ parts of the standard and are therefore 
optional. Both filters are designed to be placed at the output of the decoder. With this type of post-filter, unfiltered 
decoded frames are used as the reference for motion-compensated reconstruction of further frames. This means that the 
filters improve visual quality at the decoder but have no effect on the encoding and decoding processes. 
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4. RESULTS 
Experimental results are presented, in which decoded pictures from MPEG-4 bit streams containing translations due to 
global (Figure 1) or turbulent (Figure 2) motion. Figure 1 depicts the super-resolution process, through MPEG-4, 
applied on a real-life sequence containing global motion. The sequence was acquired with 320x240 pixels webcam. 
Figure 1(a) presents the first frame extracted from the sequence interpolated to twice, on each axis, of its original size. 
Figure 1(b) is the super-resolved image after accumulation of 50 frames. The translation of each frame with regards to 
the first frame, which is the first I-frame broadcasted, was computed using the MPEG-4 diamond search with quarter 
pixel accuracy. Figure 1(c) and (d) present fragments extracted from figures (a) and (b) respectively. The left-hand side 
parts of (c) and (d) are interpolated (Figure 1 (a)), while the right-hand parts are the corresponding super-resolved 
fragments.  
 
A super-resolved frame computed using 150 frames of a turbulent degraded sequence is presented in Figure 2(a). Figure 
(b) depicts the absolute difference of the super-resolved image and the reference frame interpolated to four times of its 
original size.  As one can see, most of the difference's energy is located in the vicinity of edges. The right-hand side of 
Figure 2(c) shows a fragment extracted from the interpolated reference frame, while the left-hand side is the 
corresponding super-resolved one. As one can see the later contains finer details of the scene. Finally, Figure 2(d) 
presents both spectra of the interpolated (on the left-hand side of Figure 2(d)) and of the super-resolved frames. It can be 
seen that the super-resolution process enhance data in higher frequencies.  
 

  
(a) (b) 

  
(c) (d) 
Figure 1 – Super Resolution from Global Motions through MPEG-4 
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Figure 2 - Super Resolution of turbulent degraded videos MPEG-4. 
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5. CONCLUSION 
This paper shows the utilization of an incremental SR algorithm within the MPEG-4 video encoder. The paper suggests the 
use of inbuilt features of the MPEG-4 compression standard in order to reduce the computational complexity and for 
enhancing the visual output. To this end, the use of MPEG-4's motion extraction, video object planes, global motion 
compensation and de-blocking and de-ringing filters is suggested. The experiments carried out exhibit a clear quality increase 
of the super-resolved image.  
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